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ABSTRACT

FRAGMENTS AND CLAUSAL ELLIPSIS

SEPTEMBER 2014

ANDREW WEIR
M.A. (Hons.), UNIVERSITY OF EDINBURGH
M.A., UNIVERSITY COLLEGE LONDON
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST

Directed by: Professor Kyle Johnson

This dissertation investigates the syntactic and semantigerties ofragments- ut-
terances which consist of a constituent smaller than a elabzamples include short an-
swers, such agvhat did he eat? — Chipas well as cases which do not respond to any
overt question; for example, sayifidne train station, pleasen entering a taxi. | defend
Merchant 2004's proposal that, underlyingly, fragmentstam clausal structure: the frag-
ment answechipsis elliptical for he ate chipswith he atebeing present in the syntax but
unspoken. | argue that challenges to ellipsis-based atsa@fifragments can be circum-
vented by adopting a particular semantic restriction orcWislauses are allowed to elide.
Building on an analysis by Reich 2007, | argue that elideds#a must stand in a particular
relation to Roberts 2012/1996’s Question under Discussibith | dub QUD&IVENNeSS.

| also discuss the syntactic properties of fragments. MartR004 argues that frag-
ments are generated by-fovement to the left periphery. However, | show that by pbthe

diagnostics, fragments appear not to have moved. | solsetrtradiction by arguing that



fragments do move, but that this movement takes place orilyeaevel of Phonological
Form. At Logical Form, the fragment remaimssitu. It is this ‘split’ which causes some
diagnostics for movement to succeed and others to fail.

Finally, the dissertation considers cases of embeddedhiats, such ag/ho ate the
cookies? — | think Johrisragments can only be embedded in this way under bridge .verbs
Following many authors, | assume that bridge verbs embedualea&omplementizer or
‘recursive CP’ structure, while other clausal-embeddiadyg embed clauses with only one
complementizer. | argue that the ‘higher’ complementizacembedded by bridge verbs
is the head which licenses clausal ellipsis. | support thothesis by investigating which
wh-movement structures allow sluicing. | argue thatwiemovement structures which al-
low sluicing are just those which can be argued to have a @ardyhplementizer/recursive
CP structure, providing evidence for the hypothesis that'tigher complementizer in

these structures is the licensor of clausal ellipsis.
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CHAPTER 1
INTRODUCTION

This dissertation investigates the phenomenofragfments- utterances which are in
some sense ‘complete’, and which appear to communicateathe propositional content
as a full clause would, but which do not on the surface cortersyntactic structure which

a clause does.

(2) a. What did John eat? — Chips.
b.  Which students were dancing in the quad? — The Germans.
c. A coffee, please.
d. [Gesturing to an empty chair.]
An editor of Natural Language Semantics.
e. [Remonstrating with a child unsteadily holding a bowl o@ig.]

Both hands!

How are fragments like those in (1) to be represented in tamgrar? One view, put
forward by (among others) Ginzburg & Sag 2000, Stainton 12985, 2006a,b, Jacobson
2013, is that they are ‘bare’ constituents, simply DPs (beotategories such as PP, etc.)
generated without any accompanying clausal syntax. Anafiee/, the most detailed ex-
position of which has been presented in work by Jason Metdiraparticular Merchant
2004), is that the above sentences are covertly clausalisthbey areelliptical variants of

sentences such as the below.

(2) a. John ate chips.

b. The Germans were dancing in the quad.



c. lwould like a coffee please.
d. That chair is for an editor of Natural Language Semantics.

e. Use both hands!

In this dissertation, | defend the latter view: that caseshsas (1) should be taken as
elliptical for clauses such as those in (2).

There exist two main challenges to this view. The first is onefprward by Robert
Stainton: fragments are very often produced without antdveyuistic antecedent, as in the
(c, d, e) casesin (1). However, ellipsis has often been asdtorequire an overt linguistic
antecedent. If that is the case, how can cases like thesesbge ohclausal ellipsis?

The second challenge comes from the observation, made &m@e by Jacobson
2013, that in some cases fragments have different propdstith from their fully clausal
counterparts, and from other constructions which have heatyzed as elliptical, such as

verb phrase ellipsis. Consider, for example, the contralsi) adduced by Jacobson.

(3)  Which students came to the party?

a. John and Bill came to the party, but | don’t know if they'tedents.
b. John and Bill did, but | don’t know if they’re students.

c. #John and Bill, but I don’t know if they’re students.

Why is the fragment case in (3c) infelicitous with the indezhcontinuation, while the full
clausal case in (3a), and the minimally different case ir) (8hly differing from (3c) by
the addition ofdid) are not? Jacobson takes the contrast in (3) as indicatatgrdgments
do not have an elliptical source, but are rather ‘bare’ gturestts, which must ‘directly’
answer an antecedent question.

In chapter 2 of the dissertation, | present evidence (lgrdelwn from Merchant 2004)
that fragments are indeed to be analyzed as elliptical, aguieahat problems arise for
accounts which assume that this is not so. However, theestgadk raised by Stainton and

by Jacobson have to be met. | argue that these challengeg degonae giving up the idea



that fragments are generated by clausal ellipsis. Rath@&hapter 3 | locate the solution
to these challenges in the semantic antecedence conditiolaosal ellipsis. | argue that
elided clauses need to stand in a particular relation — whailio QUD-GIVENNess, af-
ter Merchant 2001's e1vVENNess and ultimately after Schwarzschild 1999isENNness
— with the Question under Discussion (QUD; Roberts 20128199 his relation, draw-
ing on a proposal made by Reich 2007, allows for the generatidragments without
a linguistic antecedent, as the QUD is a semantic/pragroajict, rather than a purely
linguistic/syntactic one. It also, | argue, accounts fa tdontrast in (3). We follow the
intuition that fragment answers have to be ‘direct’ answerthe question, but this does
not require us to abandon an elliptical analysis for thesexa rather, it tells us something
interesting about the semantic antecedence conditionawsal ellipsis. Linking this se-
mantic antecedence condition on clausal ellipsis with th®@ollows in the footsteps of,
among others, Ginzburg & Sag 2000, Reich 2007, AnderBoi 20bllins et al. 2014; in
this work, | extend their observations and argue that it c@moant for a wide range of data.
Having defended a view of fragments in which they are coyeasthusal, in chapter
4 | investigate the syntax of the fragments and the clauseshvare elided. If fragment
cases like (4) below are treated as elliptical, they look likey involve ellipsis of a non-
constituent, which in much recent literature on ellipsis ganerally been considered not

to be possible.
4) What did he eat? —He-ate chips.

To avoid non-constituent ellipsis, Merchant 2004 arguasfitagments are generated by a
process of movement of the fragment, followed by ellipsithef clause that the fragment

has moved out of, as in (5).

(5)  [Chipsfrrheatet]]



Merchant adduces much evidence in support of a movemenysasalf cases like (5);

there are many diagnostics which suggest that fragmentadked undergo movement,

A’-movement specifically, and so the correct structure offraigts is as shown in (5).
However, such an analysis faces the challenge that thissfonbvement is ungram-

matical in English outside of ellipsis, as the ungramméiticaf (6) shows.
(6)  What did he eat? — *Chips he ate.

In addition, | will argue that by certain diagnostics, fragmbts appeanotto have moved. |
reconcile these two apparently contradictory data setsduirsg that fragments do move,
but that this movement takes place only at the level of Pragnoal Form (PF). It is driven
by the need to extract a focused constituent from an ellgigesat PF. However, at Log-
ical Form (LF), the fragment remains situ. It is this ‘split’ in where the fragment is
pronounced and where it is interpreted which causes songmaltics for movement to
succeed and others to fail. | argue that this analysis algtuces the fact that the move-
ment shown in (5) is exceptional, occurring only in ellipliconstructions.

The final chapter of the dissertation, chapter 5, discussepdssibility of embedding
fragments. If fragments are to be analyzed as clausaligllithen embedded clauses should
be able to elide as well as matrix clauses. | argue that thairiect, on the basis of the

grammaticality of cases such as the below.

(7)  What did John eat?

a. Mary{thinks/believes/was told/suspects/gdide cookies.

However, not all verbs which embed clauses allow fragmenketembedded below them

in the way shown in (7), as (8) shows.

(8) What did John eat?

a. *Mary {whispered/sighed/quippédhe cookies.

b. ??Mary{found out/confirmeg the cookies.



c. *Mary {is proud/is surprisedthe cookies.

| argue that this contrast provides information about thetasstic licensing of ellipsis.
Specifically | assume, following many authors, that the senk(7) embed a type of clause
which is different from the clauses embedded in (8). Thes#avembedded in (7) are
‘bigger’, in the sense that they contain a clausal left geety (or complementizer domain)
which is syntactically more complex, and contains more bdhdn the left peripheries
of clauses like those embedded in (8). In particular, | arda it is the presence of a
double-complementizer or ‘recursive CP’ structure, andcgjally a ‘higher comple-
mentizer head — which verbs lik&ay, think, believén (7) embed, but which the verbs
in (8) do not — which licenses clausal ellipsis. | suppors thypothesis by investigating
which wh-movement structures allow sluicing (clausal ellipsis wativh-word remnant,
as inSomeone left but | don’t know whd argue that thevh-movement structures which
allow sluicing are just those where it can be argued that aléecomplementizer/recursive
CP structure is present. Ifvah-novement structure only embeds a single-complementizer
structure, it cannot undergo clausal ellipsis, becauseckd the ‘*higher’ complementizer
head which licenses ellipsis.

A caveat is in order before we proceed. When | refer to ‘fragisien this dissertation,
| mean to refer to almost all cases of constituents utteredont accompanying clausal
syntax — but not quite all. There are some cases which | wiltesypatically exclude (see

also Merchant 2004:731f. for a similar list).

9) a. Interjectionsouch!, oops!, damn!, shit!, for god’s sake!
b. Titles: Gone with the Wind, The Times, Linguistic Inquiry, A diss#oh pre-
sented to the Graduate School of the University of Massattau8mherst
c. Greetings and other set phatic phrasesto, goodbye, bon aj@git, congratu-
lations!

d. Onomatopoeidhang!, too-whoo!, woof!



e. Cases of ‘labeling’ingredients: potatoes, sunflower oil, saldbanger: high
voltage!

f.  Mocatives:Hey, Andrew!, You with the red hair!, Corporal!

These | take to be genuine cases of subsententials, witkemgat syntax. As far as | am

aware, there is not much evidence, if any at all, that clasygatiax is involved in these sub-
sententials. So this work does not attempt to defend thegdsi possible hypothesis that
all subsententials result from ellipsis. Given the admisdiat tases like (9) probably do
not involve clausal syntax, we might think (following OccarRazor) that the cases which
this dissertation does investigate — those in (1) — shouldiven a non-clausal analysis.
That’s a reasonable null hypothesis; my first task, whichdrass in the following chapter,

is to argue that this null hypothesis is wrong. | argue, fellgy Merchant 2004, that cases

like (1) should indeed be analyzed as cases of clausalisllips



CHAPTER 2
FRAGMENTS: A CASE OF CLAUSAL ELLIPSIS

2.1 Introduction

Consider a question like (10).
(10)  Who ate the last cookie?

There are a number of ways of answering this question. Onegsawer it with a fully
clausal answer, as in (11a), or with a short answer as in (Itg can also answer it with
an answer (either clausal or short) embedded under anathier as in (11c, d). Itis also

possible to answer the question rather more indirectlyy §$1e).

(11) a. John ate the last cookie.
b. John.
c. Ithink John ate the last cookie.
d. |think John.
e. Well, John’s been looking awfully guilty lately.

(11a—d) are all clearly in some sense ‘direct’ answers taythestion in (10), while (11e)
has to be pragmatically construed as an answer followinge@n principles: we construe
the answer in (11e) as being somehow relevant to the disecamsl the most obvious way
in which it could be relevant is as a hint that John might bectherit. In what follows,

| will largely disregard ‘indirect’ answers of the form inX&), and will focus instead on
what the alternation between clausal answers (11a, c¢) antl ahswers (11b, d) can tell

us.



One account of the alternation between (11a, ¢) and (11Is, thai short answers are
elliptical for clausal answers; short answers are versions of clansaleas where most
of the material, except for the focused component (intelyivthe answer to the question),
goes unspoken. So the alternation between short answerhainalausal counterparts
would be simply two different surface realizations of thensaunderlying form, in the

same way as other forms of ellipsis such as VP ellipsis (1848)stuicing (12c) have been

argued to bé.
12) a. Who ate the last cookie? — Jadtethelasteookie. (fragment)
b. Who ate the last cookie? — John didtthelasteookie. (VP ellipsis)

c. Someone ate the last cookie, but | don’t know velhethelastcookie.

(sluicing)

On an elliptical analysis, fragment answers are essentiaéé same process of clausal
ellipsis as is involved in sluicing. This proposal has itsstnextended defense in the work
of Jason Merchant, in particular Merchant 2004. In this peap, a focused constituent
— the short answer — raises to a position in the left-periploéthe clause. The rest of
the clause then elides. Merchant’s syntactic implemesriadf this is the same as in his
work on sluicing (Merchant 2001): the left-peripheral heelich attracts the fragment
(wh-word in sluicing) to its Spec is endowed with a particulartéea [E], which licenses
the non-pronunciation of its complemeéhithe notion that ellipsis-licensing is the property

of a particular head originates in Lobeck 1995, and has baeher developed by Lobke

3Here, and throughout this dissertation, | reserve the tetlipsis’ for cases of unpronounced syntactic
structure, which is a slightly stricter definition than thdtich is usually used. Null pro-forms without internal
structure would not come under this rubric, for example.suase that (at least) VP ellipsis and sluicing do
involve structurally present material which goes unprareamd, rather than e.g. null pro-fornmaceChao
1987, Hardt 1993, Lobeck 1995 a.o.; this will be discussadane detail below.

4This is a slight oversimplification of Merchant’s syntax foagments. In fact Merchant has the fragment
move again to a position higher than the Spec of the [E]-bgehead, for reasons which are orthogonal to
our concerns here.



Aelbrecht (Aelbrecht 2009, 2010). | provide examples of dhant’s approach to fragment

answers below.

13) a. Who ate the last cookie? — John.

b. FP
DP FP
—_
John F[E}/\
/\
DP

TP
TP
? /\
T vP

ate the last cookie

14 a. What did you eat? — Natto.

DP TP

)

I T VP
ate t

This ‘movement-plus-ellipsis’ approach, where a constitus moved to a left-peripheral
position outside of the domain of clausal ellipsis, has alsen adopted for other phenom-
ena which look like they involve ellipsis of most of a clausawing a few focused rem-
nants, such as fawhy-stripping gohn ate natto. Why nattpdy Yoshida et al. 2013 (see
also Weir to appear) and for so-called ‘non-constituentdmation’ (John met with Mary
on Tuesday and Bill on Wednes{ldy Sailor & Thoms 2014. Strippingl6hn met with

Mary, but not Bil) might plausibly also come under this rubric.



2.2 Arguments for an elliptical analysis of short answers

The extent to which an elliptical account (one in which clwsdructure is present but
goes unpronounced) is tenable for fragment answers (asasedluicing,why-stripping
and non-constituent co-ordination) depends on evidencéhto presence of that clausal
structure. Much such evidence has been provided for alleddltases. As the status of
short answers as elliptical is more controversial thanfigases such as sluicing why
stripping, | will concentrate here on presenting Mercha@@4s arguments that fragment
answers show properties of containing elliptical clautaicture. Similar arguments have
been made for sluicing (Ross 1969, Merchant 20@hy-stripping (Yoshida et al. 2013),
and non-constituent coordination (Sailor & Thoms 2014l #e reader is referred to these
works and references therein for these arguments. | pregembain sorts of evidence pre-
sented by Merchant for clausal syntactic structure withaginent answers: connectivity

effects, and constraints on movement.

2.2.1 Connectivity effects
Merchant points out that in languages with clearly expr@sserphological case, the
case of a fragment answer is the same as the case which it neardh a full, non-elliptical

utterance. This parallels Ross 1969’s demonstration asange facts for sluicing.

(15)  Greek(Merchant’s (45, 46))

a. Pjos idhetin Maria?— O Giannis. / *Ton Gianni.

whoNOM saw theMaria — theGiannisNoM / the Giannisacc
‘Who saw Maria? — Giannis.’

b. Pjon idhei Maria?— *O Giannis. / Ton Gianni.

whoaAcc saw theMaria? — the GiannisNoM / the Giannisacc
‘Who did Maria see? — Giannis.’

10



(16) German(Merchant's (49, 50))

a. Wem folgt Hans?—Dem Lehrer./*Den Lehrer.

whoDAT follows Hans — theDAT teacher theAcc teacher
‘Who is Hans following? — The teacher.

b. Wen suchtHans?— *Dem Lehrer./ Den Lehrer.

whoaAcc seekdHans — theDAT teacher theAcc teacher
‘Who is Hans looking for? — The teacher.’

(17)  Sluicing in Germar{fMerchant’s (10) after Ross 1969)

a. Erwill jemandem schmeichelnabersie wissennicht, {*wer /
hewantssomeoneaAT flatter, but theyknow not whoNOM
*wen /[ wem}.

whoAcCC whoDAT
‘He wants to flatter someone, but they don’t know who.’

b. Erwill jemanden loben,abersie wissennicht,{*wer /wen
hewantssomeoneicc praisebut theyknow not whoNOM whoAccC
[ *wem}.
whoACC
‘He wants to praise someone, but they don’t know who.
The fact that fragments obligatorily appear in a partic@lase, Merchant argues, shows

that a Case assigner must be present in the structure ofagmént answer, although
elided. Merchant also suggests that English possessiymémats also show similar match-

ing effects:

(18) (Merchant'’s (53))

Q: Whose car did you take?

a. John’s.

b. *John.

11



| think this data, however, is not strictly speaking to dohatorphological case; it speaks
more to the fact that, in English, possessive-marked DPsatanove to the exclusion of
the rest of the DP that they are in construction with, anddqed-piping (cp. YWhose
did you take car?*Who did you take 's car? (18a) represents pied-piping of the frag-
mentJohn’s car with NP ellipsis ofcar licensed by the possessive marking. This is still,
however, an argument for the movement analysis (on a parthatiso-called ‘P-stranding
generalization’, to be discussed below); the fact thatfragts apparently obey restrictions
on when material must be pied-piped suggests that movesemdlved in the derivation
of fragments (and, therefore, that there is underlyingcstme).

As well as case connectivity effects, Merchant also pomtsnding connectivity facts.
Fragment answers are not licit, for example, if the corresiprg non-elliptical utterance

would contain a violation of principles of binding theory.

(29 a. Principle C(Merchant’s (57))
Where is he staying? — *In Johgis apartment. / *Hg s staying in Johyis
apartment.
b. Principle B(Merchant's (59))

Who did John try to shave? — *Him./*John, tried to shave him

Again, Merchant argues that this shows that there is hidtteistare present in fragment
answers, and it is that structure which requires the priasipf binding theory to be re-

spected.

2.2.2 Movement effects

Merchant provides a range of data to support the generaliztiat it is all and only
those constituents which can move in a given language wtaohbe fragment answers
in that language. An important argument is the so-callettrd&hding generalization (orig-
inally presented in Merchant 2001). Languages which allogpgpsition stranding also

allow prepositions to be omitted in fragment answers. Hexeanguages which do not

12



allow preposition stranding — languages in which preposgiare obligatorily pied-piped
under movement — also do not allow the omission of prepostia fragment answers.
(20) shows two examples Merchant gives of English (allowigtranding) and German

(not allowing P-stranding), but Merchant provides many enor

(20) a. Who was Peter talking with? — Mary. / With Mary.
b. Mit wem hat Annagesprochen?- Mit demHans./ *Dem Hans.

with whomhasAnnaspoken — with the Hans/the Hans

‘Who did Anna speak to? — Hans.’
On this basis, Merchant concludes that fragment answers lmeusreated by movement;
in P-stranding languages, fragment answers may omit piteppts because they may be
stranded in the ellipsis site, while languages in which tlegpsition must pied-pipe must
also express the preposition in the answer, suggestinghbgbrepositional phrase has
moved.

Other examples show that if a constituent cannot move inuhelausal structure, it

also cannot serve as a fragment answer. For example, cotisideelow:

(21) a. (Merchant 2004’s (89), adapted)
Did Abby vote for aGreen Partycandidate?
(i) *No, Reform Party. ( = Reform Partyheveotedforatecandidate)
(i)  No, a Reform Party candidate. ( = A Reform Party candciddaevoted
fort)

b. (Merchant's (137), adapted)
What should | do with the spinach?
(i) *Wash. ( = Washyeusheuldtit)
(i)  Wash it. ( = Wash ityeusheuldt)

c. What kind of car does he drive?

() ??Red. (= Redhedrivesatear)

13



(i) Aredone. ( = Ared ondredrivest)

In (21a), the fragment is a noun being extracted from a haumrcompound, which
is impossible in English. The focused phrd&&eform Partyhas to pied-pipe the whole DP
a Reform Party candidate a position outside of the ellipsis. Similarly in (21b) tie&c-
tion of a (bare) verb is impossible in English, and also ingdde in fragment answers,
which require pied-piping of the entire VP. In (21c), an atije is being extracted from
a prenominal position, which is similarly impossible; aggpied-piping of the entire DP
is required. Note that if the adjective is in predicativeipor (from which extraction is
possible), it can be a fragment answer unproblematicadly §ection 4.5, and Barros et al.

to appear, for further discussion of facts like these).
(22)  What color is his car? — Red. ( = Réds+t)

It is also true that, for example, English VPs (which can m@an be fragment answers,

but finite TPs (which cannot move) cannot®be.

(23) VPs can move and finite TPs cannot:

a. (He said he would make curry, and) [VP make curry] he should

b.  (John will make curry, and) *[will make curry] Mary t, too.

(24)  VPs can be answers and finite TPs cannot:

a. What will you do then? — Go to the beaketwill-t.
b. What will you do then? — *Will go to the beadH.

SThere is a complication with some examples like (24b), ndtgdvierchant 2004. Some cases which
appear to be finite TP fragments do seem to be Nbftiat’s your problem? — Haven't been feeling very well
lately. Weir 2012, following Napoli 1982, analyzes such cases asltiptical, or at least not elliptical in
the sense of ellipsis as discussed here: rather, they avigesf phonological process of left-edge deletion of
weak syllables, to comply with Selkirk 2011'sTBONGSTART constraint. There are also interesting ques-
tions concerning the grammaticality of cases like (24by@&udticed written register’ (diaries, text messages,
internet, etc.); discussing such cases is beyond the sddpis alissertation, but see Haegeman 1997, 2007,
Haegeman & lhsane 2001, Weir 2012, and references citeéithfer discussion.
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Merchant notes further that control infinitivals can (maadly) move, but raising infini-
tivals cannot (an observation attributed to Chomsky 1981 Merchant points out that this
contrast also carries over to fragment answers. (25) andaf@6adapted from Merchant

2004:696ff.; the judgments are mine.

(25) a. Immobility of raising infinitivals
(i) (People don't often simply stop writing, but) *to prostaate, people
do tend.
(i) (Mary seemed to be well, but) *to be sickpaN seemed.
b. Impossibility of raising infinitival fragment answers
(i) How do people tend to behave? — *To procrastinate.

(i)  How did John seem? — *To be sick.

(26) a. Mobility of control infinitivals
() (Mary wants tomoveto Europe, but) ?to getajob in Europe, she doesn't
want.
(i)  (It's not retiring early that Mary wants,) ?it’s to getj@b in Europe that
Mary wants.
b. Possibility of control infinitival fragment answers

(i) What does she really want? — To get a job in Europe.

Merchant also notes the following interesting contrasgionally due to Morgan 1973. Itis
possible to answer a question which seeks an answer of ptiopastype, as in (27), both

with a sentence containing a complementizer and one wiitiout

(27) What are you arguing in this section?

a. Fragment answers are elliptical structures.

b. That fragment answers are elliptical structures.
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However, if the speaker does not actually agree with the eaddx proposition, then the
complementizer cannot be omitted. Merchant gives the elabgtow: clearly the speaker
here cannot believe the given answer, as no-one can assenttaller than | really am’.
In such an answer, the complementizer cannot be omitteldpwajh in the full clausal

structure, this is unproblematic.

(28)  (Merchant’s (93, 94))

a. What does no-one believe? — #(That) I'm taller than | yeaih.

b. No-one believes (that) I'm taller than | really am.

Merchant points out, however, that left-dislocated CPsgalbdrily contain a complemen-

tizer.

(29) (Merchant's (95))

*(That) I'm taller than I really am, no-one believes.

Merchant takes the obligatoriness of the complementizéraigment answers as further
evidence for a left-dislocation analysis: the requirenteritave a complementizer is par-
allel between the left-dislocation and the fragment cagkepresume that an answer like
(27a) is simply not a fragment or elliptical — it is just an@s®n by the speaker of one of
their beliefs, which is then pragmatically construed viéc&an principles of Relevance as
relevant to the question at hand.)

All of these parallelisms constitute strong syntactic ewicke for a clausal ellipsis ac-
count of fragment answefsHowever, many researchers have taken issue with the clausal
ellipsis analysis on semantic grounds: there are areasvitagyment answers seem to pat-

tern differently from full clausal answers with regard t@ithinterpretation, which is not

SMerchant presents some other arguments, for which | reereader to Merchant's paper. | believe that
some of Merchant’s arguments, which | have not presentekignsection, do not in fact go through, but |
also believe that this does not speak against a movementséab such. Rather, | think that this tells us
something interesting about the movement which is takiagein these cases. These cases will be discussed
at much greater length in chapter 4.
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immediately expected if the fragment case is ellipticallyided from the clausal case. In
the next section, | will present some arguments that have imeele in favor of approaches

in which fragment answers are not derived elliptically.

2.3 Arguments for ‘bare’ fragment answers
2.3.1 Fragments with no syntax: Stainton and ‘out-of-the-hue’ fragments

In various papers, Robert Stainton has argued againstipticell account of fragments.
(Stainton 1998, 2005, 2006a,b, a.0.) The chief argumeattirout these papers has been
that ellipsis is generally considered to require a lingomihtecedent (it is a surface anaphor
in Hankamer & Sag 1976’s terms). So, for example, VP ellips@h as the below is usually
considered to require previous linguistic material to ledised; it cannot be licensed
extra-linguistically by reference to the context (in castrto an anaphor likdo it, as

Hankamer & Sag point out).

(30) (Hankamer & Sag'’s (6))

a. [Sag produces a cleaver and prepares to hack off his ledt] ha
Hankamer: #Don't be alarmed, ladies and gentlemen, welearsed this
act several times, and he never actually does.

b. [Same context]

Hankamer: ...He never actually does it.

"But there is considerable debate about this; Hankamer ags Skaims were initially challenged by
Schachter 1977 on the basis of apparently acceptable ebedflue cases, likBhall we?as an invitation to
dance, oDon't! as a general-purpose prohibitive. Pullum 2000 argued lteset cases were very restricted
in their distribution, and should be seen as lexicalizedritic exceptions: the generalization was that
VP ellipsis did really require a linguistic antecedent. Eoecently, however, Miller & Pullum 2013 have
suggested that VP ellipsis actuatign have extra-linguistic/contextual antecedents, but theitet are heavy
restrictions on the discourse conditions required to Beethis. | won’t attempt to add much to this debate at
least as far as VP ellipsis is concerned, restricting myntitia to clausal ellipsis.
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The case of sluicing, clausal ellipsis, also often app@amsduire linguistic antecedents. . .

(31) a. [l see someone in the distance playing the bagpipes.]
??Who?/l wonder who? (intended: Who is that?/| wonder whoig?)
b. [l see a beautifully wrapped gift waiting at my front dqgor.
(i) ??Who?/l wonder who? (intended: Who sent this?/| worwdleo sent
this?)
(i) ??What?/l wonder what? (intended: What is this?/| wemdhat this is?)

... but this is not completely clear, as examples like (32)wslisee also discussion in

Ginzburg 1992 and Chung et al. 1995).

(32) a. [l knock at the door.] Guess wHo?
b. [Disasters have befallen me.] Why, God, why?
c. [l see someone trying to fix their car engine, and failingd doesn’t know
how.

d. [Someone gets into my taxi.] Where to, géiv?

In any case, however, the fact that ellipsis often requiregrdactic antecedent has been
taken by Stainton as an argument against ellipsis beindvedan the derivation of frag-

ments. Stainton argues that antecedentless fragments restejust possible but rather

frequent in naturally-occurring data, and so (the argungees) fragments should not be
generated by ellipsis (at least not solely; Stainton ackedges that in answers to (direct)
guestions, an elliptical source may be possible). Exampli¢ise sorts of antecedentless
fragments that Stainton has in mind, taken from his vari@apgeps on the topic, are given

below.

8The title of Ross 1969.

9This is a case of sluicing plus a preposition, so-called péug’: see e.g. van Craenenbroeck 2004,
2010b, Hartman & Ai 2007.
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(33)

a.

[On getting into a taxi.] (To) the train station, [dea

[A & B are at a linguistics workshop. There is an empty chAimods at it
and raises his eyebrows at B. B says:]

An editor of Natural Language Semantics.

[A child spooning out jam at the breakfast table.] Chunkstawberries.
[The child in (c)’s mother replying.] Rob’s mom.

[On hearing a strange sound.] Tie-gyin the song of mourning.

[Admonishment to a child holding a bow! of soup insecuseBoth hands!

Merchant 2004 provides similar examples of the type (hiS)R,

(34)

a.

Abby and Ben are at a party. Abby sees an unfamiliar witim Beth, a

mutual friend of theirs, and turns to Ben with a puzzled looker face. Ben
says:

“Some guy she met at the park.”

Abby and Ben are arguing about the origins of products ievastore on their
block, with Ben maintaining that the store carries only Ganrproducts. To
settle their debate, they walk into the store together. HBekspup a lamp
at random, upends it, examines the label (which rdadapenwelt GmbH,
Stuttgar), holds the lamp out towards Abby, and proudly proclaimsen h

“From Germany! See, | told you!”

These fragments do not have linguistic antecedents andgdicansed. On the basis of

such data, Stainton argues that subsentential utterahtieis sort are directly generated,

without clausal structure. These utterances simply dewbst their constituent compo-

nents denote. For example, an utterance Akeeditor of Natural Language Semantics

simply denotes the generalized quantifier given in (35b).

(35)

a.

b.

An editor of Natural Language Semantics.

APeyy.x.P(x) & x is a NALS editor

19



However, these utterances appear to communicate some fgropositional meaning’
How is propositional meaning retrieved? Stainton’s pra@pdsthat there will be certain
salient or manifest properties or objects, which are nosicared by the speaker or hearer
in English or whatever natural language they are speakmgrather only at the level of
the ‘language of thought’, Mentalese. In the case of a manieoperty, these can be
represented as functions which combine with the denotaticubsententials by function
application. A concrete example is the casédafeditor of Natural Language Semantics
(while looking at an empty chair at a meeting). Here, Stairdgmues, there is a manifest
property, something like THAT CHAIR IS FORY, or in lambda notation\z. that chair

is for z]. This property combines with the denotation of what was abtisaid, and the

proposition that results is what was (understood to beyteske

(36) a. [Aneditor of NALY = APyy.32.P(z) & x is a NALS editor
b. Manifest property{\z. that chair is forz]
c. Composition of the two by Function Application:
[APery.z.P(z) & x is a NALS editof(Az. that chair is forr)

= Jz. that chair is forr & z is a NALS editor

In this way, subsentential utterances are understood asghpropositional meaning (and
therefore as being able to be used to perform speech actshestion), without that mean-
ing being in any way ‘encoded’ in the fragment itself; theeaien comes from the combi-
nation of a manifest property (in Mentalese, not in the didgaguage) with the denotation

of the utterance.

10stainton 2006b contains some considerable discussioneoquibstion of whether fragments should be
understood as encoding/communicating propositional ingam won't recap it here as detailed discussion
of these issues is beyond the scope of this dissertationolrquurposes, we will agree — with Stainton and
with Merchant — that fragments like those in (34) must somebe interpreted as communicating the same
information as propositions can. The debate centers on hewdre so interpreted — whether by positing
covert clausal structure, or by another mechanism.

Hstainton uses the convention of writing Mentalese in cépita
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2.3.2 Subsententials, but with syntax: Ginzburg & Sag 200Qlacobson 2013

There are alternative accounts which also argue that stdygeis are generated with-
out covert clausal structure. However, these accounts de mederence to the properties
of syntactic antecedents, in order to capture facts sudiegSdse connectivity facts. These

are accounts such as Ginzburg & Sag 2000’s and Jacobsors2013’

2.3.2.1 Ginzburg & Sag 2000

Ginzburg & Sag 2000 propose an account of subsententiaéxibaghe Head-driven
Phrase Structure Grammar (HPSG) formaliémin their account, a subsentential is an
utterance of typéneaded-fragment-phragbd-frag-ph. It is not elliptical in the sense of
containing deletion; no clausal material is associateti wid-frag-ph However, a con-
straint is placed on any phrase of this type, namely that gtrmatch in syntactic category
and featural specification with the category and featuratigation of an antecedent, de-
noted assAL(ient)-uTT(erance). This antecedent is (roughly) the phrase whichesgps
the questioned constituent within the maximal Questioreniiiscussion (QUD). For ex-
ample, given an overt interrogative (and QUho left? the sAL-UTT would bewho
Semantically, théad-frag-phis co-indexed witlrsAL-UTT, giving the interpretation of sub-

sententials as answers to the QUD, as below.

(37) a. Who left? (QUD: who leftBAL-UTT: who)
b. John. Johnmust match in syntactic features with the antecedém and
must be coindexed with it, giving the interpretation thathdavas the one

who left)

The syntactic feature-matching requirement forces Camtetring in cases such as German

(repeated here from (16)):

12| abstract away from details of the implementation herejimgthat in so doing | am not doing violence
to Ginzburg & Sag’s account. For some more discussion ofl&irg& Sag’s approach, see Merchant 2004.
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(38) German(Merchant’s (49, 50))

a. Wem folgt Hans?—Dem Lehrer./*Den Lehrer.

whoDAT follows Hans — theDAT teacher theAcc teacher
‘Who is Hans following? — The teacher.

Den Lehrermust match in syntactic features (including dative cas#) tiie

antecedensAL-UTT wem‘who.DAT’

2.3.2.2 Jacobson 2013
A different account is provided by Jacobson 2013, who prepdisat question-answer

pairs such as the below are a basic unit of the grammar.
(39)  Who left the party at midnight? — Claribel.

In Jacobson’s proposed syntax/semantics (based on a @atég@mmmar framework and
the semantic framework of Direct Compositionality, Bar&esacobson 2007 a.o.), this
pair represents a syntactic category called ‘Qu-AfsA Qu is any expression which is
a question. An Ans is any category. A Qu-Ans pair is well fodnilethe Qu contains a
wh-word of a particular category C, and Ans is also of categorf@.example, in (39),

the Qu containsvho, of category NP or DP (depending on theoretical prefererle)Ans

13This is a syntactic category which appears to span uttesaareven speakers, which seems unconven-
tional at first blush. Jacobson points out, however, thatetieno inherent reason that the grammar should
not have something to say about the felicity or grammatigalfi syntactically combining two categories into
a third even if those two categories are spoken by differenpfe. The idea of combining utterances into
a larger grammatical unit has been countenanced elsewbgreHeim 1982's text-level combination. A
problematic case, however (and one that Jacobson notesgis/ere the two categories that combine to
form a Qu-Ans are not only cross-speaker, but not adjacent:

0] (Jacobson’s (9))
A: Who left the party at midnight? Do you know?
B: Yeah, um...Bill.

It is not obvious how the rules of syntax can combine the Qe \&tho left the party at midnightvith an
Ans Bill) which is separated from it by intervening material. Jacwobsotes this problem, but leaves its
solution open.
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is Claribel, also of category NP or DP, and so (39) is a well-formed merabire category

Qu-Ans. The structure is as below.

(40) Qu-Ans
Qu Ans
A
Claribel

Who left the party at midnight?
Semantically, Jacobson follows Ginzburg & Sag 2000 (as aglHausser 1983, Roberts
2012/1996) in analyzing (constituent) questions as lardimidractions over the semantic
type of the constituent which is being questioned. So, fangxe, the semantics of the

guestionwho left the party at midnightig given below.
(41)  [Who left the party at midnight= Az.x left the party at midnight
And the semantics of a Qu-Ans pair is simply that of functipplecation:

(42) a. Who left the party at midnight? — BiIll.
b. [Who left the party at midniglit= \z.z left the party at midnight
c. [Bill] =8ill
d. [Who left the party at midnigh¢[Bill ) = Bill left the party at midnight

This works for generalized quantifier answers, as well; ttékes the denotation of the

guestion as its argument, rather than vice versa, by typerdfunction application:

(43) a. Who left the party at midnight? — Every student.
b. [Every studerjt= AP .Vx.x is a student> P(x)
c. [Every studer{[Who left the party at midnigfj}
= [APy).Vo.x is a student> P(x)|(Ax.x left the party at midnight

= Vx.x is a student— z left the party at midnight
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2.4 Concerns for non-elliptical accounts

All of the non-elliptical accounts of fragments share thegarty that clausal structure
is not present in what is spoken. They therefore also sharetMat’s core objection to a
non-elliptical account, namely that the effects of clawstaicturedo appear to be present
in fragments. For example, as we have seen, Case and binmhngcivity effects obtain
between the fragment and its antecedent. Furthermores-tingguistically, fragments obey
the P-stranding generalization: if a particular languageds pied-piping of prepositions,
it also forces prepositions to appear in fragment answers.

Ginzburg & Sag 2000’s and Jacobson 2013’s accounts aremdebstg handle the Case
and binding connectivity effects by encoding a syntactipestelency between the an-
tecedent question and fragment answer — it is just that thpenidency does not arise
because the fragment answer is covertly clausal, but by shex mechanism. In this

section, however, | wish to raise a number of problems foreltiptical accounts.

2.4.1 Problems for accounts without clausal structure
2.4.1.1 Whence the P-stranding generalization?

Non-elliptical analyses of fragments must perforce be mmvement accounts; if there
is no elided clause in the structure, the fragment does eo¢thre move out of that clause.
Accounts of clausal ellipsis that do not refer to movemeoiyéver, do not give us a handle
on the P-stranding generalization, as Merchant 2004, 26itigoout. That is, it is difficult
to see why both the P-less and P-ful fragment answers to digudike (44) are good in

English, but only the P-ful answer is good in German.

(44) (Merchant 2004’s (72, 78), adapted)

a. With whom was Peter talking? — With Mary. / Mary.
b. Mit wem hat Annagesprochen?— Mit demHans./ *Dem Hans.

with whomhasAnnaspoken with the Hans/the Hans
‘Who did Anna speak to? — Hans.’
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These facts follow from a movement-plus-ellipsis accourftagments, because English
and German have different possibilities for moving DPs Wwhate complements of Ps;
the answer Bem Hanss ruled out in German because the DP could not move to a left-
peripheral position without pied-piping the prepositiait, and so of the below movement

structures, only (45a) is possible.

(45) a. Mitdem HansatAnnatgesprochen
b. *Dem HansratAnnamittgesprechen

But it is not obvious what should make the difference betwgaglish and German on
non-elliptical, non-movement accounts. On accounts o$sntentials which are entirely
semantic/pragmatic and which involve no syntax at all belythie syntax of the fragment
itself, such as Stainton’s account, this is not accountedtfie Mentalese of an English
and German speaker should both easily be able to accommedaaifest property such
as ANNA WAS TALKING TO __ to combine withdem Hansgn (45b). The preposition
should not be required; the Dbem Hansshould be able to be generated ‘bare’. However,
it cannot bet*

Accounts of subsententials which do make reference to sybta not to movement,
also have problems capturing the P-stranding generalizallerchant 2004:669f. makes
this point for Ginzburg & Sag 2000’s account, by consider@igeek examples like the

below:!®

Ystainton could and does (2006b:97) counterargue that easesvert questions, such as (4dj contain
‘true’ ellipsis of the type argued for by Merchant 2004 andhe present work; and that the ‘Mentalese’
mechanism is to be restricted only to cases of antecedsftlesof-the-blue’ fragments. See 2.4.4 below
for discussion of this possibility.

15At p. 669, Merchant actually discusses sluicing examplaave amalgamated this with his later discus-
sion of P-stranding in fragment answers in the same pap®8§f., with (46) being Merchant’s (77)), and
have made the requisite alterations in material | have glioten his paper, shown in square brackets.
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(46) a. Me pjon milisei Anna?

with whomspokethe Anna
‘With whom did Anna speak?’

b. Me tonKosta.

with the Kosta.
c. *Ton Kosta.

Greek disallows P-stranding, and also disallows an abseh&ein a fragment answer.
Merchant points out that this does not follow from Ginzbungl &ag’s analysis: ‘nothing
prevents fon Kostain (46)] from being the head of hd-frag-phwhosesAL-uTT value
is thelocal value of [pjon]’ (p. 669f., emphasis in the original). That is, it is not ate
why the syntactic matching requirement imposed on the feagrim (46b) should require
a matching with the category of the entire PP, rather thartpesDP, in the question.

In fact Ginzburg and Sag (p. 301 fn. 9) do propose to deal wal-piping by impos-
ing a requirement that the value sAL-UTT that is chosen should be the most extensive

possible, on the basis of the below examples (their judgsiedicated):

(47) a. A:Towhom did you give the book?
B: #(To) Jo.
b. A: On what does the well-being of the EU depend?

B: #(On) a stable currency.

That is, given a question with pied-piping as in the exampldg7), SAL-UTT must obli-
gatorily be the whole prepositional phrase which is pigoedi and the requirement that
hd-frag-pls match in syntactic features and category veith-UTT should therefore de-
liver us the result that pied-piping responses are requfithé antecedent contains a pied-
piped constituent. However, | have been unable to replitegudgments shown in (47)
with other English speakers. | do not believe there is a eghtoetween the fragments

containing the prepositions and those without, as showm ialg44a). (See Merchant
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2004:fn. 8 for a similar observation and discussion of Gimgl& Sag 2000’s proposal in
this respect.) The intuitions of the speakers | have coedwdte very clear on this point.
In fact, to the extent that there is a contrast, the variattsout prepositions seem better,
at least to English speakers | have consutfett.is possible, as Merchant 2004 suggests,
that the results reported by Ginzburg & Sag represent acpéati dialect of English, one
in which pied-piped questions do indeed require pied-pigesivers. However, given the
existence of speakers for whom that is not the case (thavrisyfiomTo whom did you
give the book? — Jis acceptable), we cannot generally appeal to a principlakafig the
largest available antecedent and requiring it to match magyic features with the frag-
ment. Such a principle is clearly not at work for speakers atuept the dialogues in (47).
As such, the contrast between English (and other P-strgridimguages) and Greek (and
other pied-piping languages) remains unexplained.

In fact, it is not clear that there is any general requirentieat there be syntactic cate-

gory matching between an antecedent and a fragment anseléras (48) shows.
(48) Did he eat the nattRELUCTANTLY? — No, with relish.

Here, the focused constituent which licenses the fragnseanhiadverb, but the fragment
is a PP; however, the fragment is licensed, even though & doematch its licensor in
syntactic category. Furthermore, in some cases there r@ezl/enbe an antecedent that
fulfills the role of SAL-UTT; fragment answers can add new information in a way parallel

to ‘sprouting’ cases such &te ate, but | don’t know whgChung et al. 2011):

(49) a. Didhe eat? — Yes, natto.

b. Did he eat natto? — Yes, with relish.

16This preference could be interpreted as support for the mew¢ analysis of these fragments, to the
extent that pied-piping in English is generally the markptian compared to P-stranding.
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If there is a requirement that fragments match in syntaettures and category with an
antecedensAL-UTT, then it is not clear how this requirement can hold in cades(#9),

where there does not appear to be an antecestantuTT. On an elliptical analysis, these
examples can be handled unproblematically. The syntaetjairements placed on the
fragment are imposed by the elided clausal structure, réthe any matching requirement
between the fragment and the antecedent; the matchingeeagnt is rather between the

elided clauseand the antecedent.

(50) a. Did he eat the natRELUCTANTLY? — No, with relistheatethenattot.
b. (i) Did he eat? — Yes, natteeatet.
(i) Did he eat natto? — Yes, with relidheatenattot.

Jacobson’s analysis also does not account for syntacte$ach as the P-stranding gener-
alization. One could imagine that, because a German questich agnit wem hat Anna
gesprocherwith whom did Anna speak’ has a pied-piped PP, it is thereflmoking for
a specific syntactic category of Ans to combine with. Say thatquestion is of category
QUu/PP, to use a categorial-style slash notation, and tieasyntactically rules out combi-
nation with a DP likedDem Hans However, if this is the case, then it should equally be true
of the English pied-piped question (44a)th whom was Peter talkinghat it should de-
mand something of category PP to combine with, but in fastqiestion can be answered
with a DP fragmenMary unproblematicallygaceGinzburg and Sag’s judgments). Again,
the contrast between English (and other P-stranding layeg)and Greek (and other pied-
piping languages) remains unexplained.

However, this contrast is accounted for by a movement-glligsis account: the En-

glish DP-only answer is simply the below.

(51)  With whom was Peter talking? — MaBeterwastatkingwith-t.
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2.4.1.2 Subjectless vP fragments
Another issue for accounts which do not contain clausatsire is that v/VPs can be

fragments, as shown below.
(52)  What should I do? — Go to the doctor.

So too can categories somewhat bigger than VP, for exampdgaaes big enough to

contain aspect morphology, as in the below examples fromtSta2006b:

(53) a. [Looking at a fast-moving car.] Moving pretty fast!

b. [Dealer indicating a car.] Driven exactly 10,000 miles.

On analyses in which these subsententials are ‘bare’, tleeftagments in (53) are only as
big as something like AspP, or whatever category(ies) ntian TP we want to analyze
progressive or perfective verbal constituents as.

The problem on this account is the location of the subjectdddithe VP-internal sub-
ject hypothesis (Koopman & Sportiche 1991 a.m.o.), theestitghould be base-generated
in a low position (the Spec of vP or VoiceP, following e.g. &exr 1996) and should then
raise to [Spec, T], the canonical subject position in Efglis

However, on a ‘bare constituent’ analysis of a ‘small’ védagsentential such as (52),
(53), there is no [Spec, T] position for the subject to moue.inlt should therefore be
stranded in a low position, and we might expect that it sh@dtpronounced in such a
verbal fragment, contrary to fact. In a very ‘small’ conséiht such as (52), we might
assume that this is only as big as VP, and following Kratz&61¢he subject (merged in a
higher Spec, vP or VoiceP) has not yet been merged in. Howewetandard assumptions,
aspectual morphology is merged in a higher position thamnitial Merge position of the
subject, meaning that the subject should already have besged in in a fragment like
(53). Onthe ‘bare constituent’ analysis, the subject sthbalpronounced in a low position.

Explaining the fact that it is not pronounced would require postulation of a silent subject
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pronoun, perhaps PRO. However, note also that floated dgasitare licit in such verbal

fragments, as shown in (54).

(54) a. What should the students do? Alt-turn up in the Chancellor’s office and
protest.
b. All looking pretty good.

c. All driven no more than 10,000 miles.

On the ‘stranding’ analysis of floating quantifiers (Spdr&ac1988 a.o.), such a position of
all is the remnant of movement of a DP out of a QP which is left skedrnin a low subject

position, as below.

(55) a. The students should all protest.

b.  [tr[pp The students][tp should [» [gp all t1 ] [vp protest]]]]

If this analysis of floating quantifiers is correct, then thegence of floating quantifiers
in verbal fragments like (55) is diagnostic of subject moeamout of those fragments.
However, this only makes sense if there is higher clausatitre, such as TP, for subjects
to move into. If the verbal constituent is generated ‘batteén the entire subject should
appear within the VP. The lack of subject is immediately axpd if verbal fragments are
examples of full clausal ellipsis. On such an analysis, thgext has been merged and has
risen to [Spec, T]; the verbal constituent which the subjes evacuated then moves to a

left-peripheral position, and the rest of the clause elides

(56) a. [Go tothe doctoreusheuldt
b. [Driven exactly 10,000 mileghisearhast

c. [Allty turn up in the Chancellor’s office and protedthestudents}should
124

This analysis also explains why only verbal constituentg&ctvitan moved are ones that

can appear as fragments:
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(57) He said he should have been promoted...

a. and promoted, he certainly should have been.
b. ?and been promoted, he certainly should have.

c. *and have been promoted, he certainly should.

(58) He said he should be promoted. ..

a. 7?and be promoted, he certainly should.

(59) a. Should he have been promoted? — No, demoted.
b. Should he have left? — No, ?been promated.
c. Should he leave? — No, ?*have been promoted.

d. Should he leave? — No, ?be promoted.

This distribution is predicted on the movement accountnbtibn the ‘bare constituent’
account.

The problems discussed above are problems for any accotmatgofients which does
not assume that the fragment moves or that there is clausatwgte. | now turn to some

problems which are specific to the proposal in Jacobson 2013.

2.4.2 Problems for Jacobson 2013
2.4.2.1 Antecedents which are not questions
Not only questions license fragments. Antecedents cangindefinites and focused

constituents also do.

17A certain amount of care is required here in picking the adeat question, to make sure that the
auxiliary beenis in focus, and contrasts with the antecedent; this seeims tequired to make the auxiliary’s
appearance licit in a fragment. It is marked, for examplgrmounce the auxiliary in the below example;
but as (59b) shows, it is not ungrammatical as such.

0] Should he have been promoted? — ??No, been demoted.
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(60) a. Someone left early — John.

b. MARY left early. — No, John.

This is problematic for Jacobson’s analysis, in which tlaginent directly combines with
a preceding syntactic interrogative; there are no intetiggs in (60), and therefore noth-
ing for the fragment to combine with. The semantics alsogrtsa problem. Questions
may plausibly be interpreted as lambda-abstracts ([@Nho left] = \z.x left), but sen-
tences likeSomeone left earlgr MARY left earlyare surely propositions{z.x left early],
and [Mary left early] with the presuppositions attendanfacus marking (Rooth 1992b,
Schwarzschild 1999, a.0.), respectively), not lambddrabts. It is therefore not clear how
the subsentential likdohnin (60) could either syntactically or semantically combvniéh
the given antecedents using a mechanism like Jacobson’s.

Jacobson 2013 claims that examples containing indefiniegd0a) are ungrammatical
(assigning such examples a ?* diacritic), but to my ear ieidgrt, and | have not been able
to replicate Jacobson’s judgment with other native speatdEnglish'® | believe the data
are particularly clear when th@omeonesentence and the subsentential are produced by

different speakers, with intervening material sucly@ash
(61) | hear someone left early. — Yeah, John.

Exchanges like (61) strike me as being impeccablelacobson does acknowledge the

goodness of the data like the below witamelyor i.e..

18jacobson does not explicitly discuss focus cases (althshghmentions the data in passing), but
Ginzburg & Sag 2000 report fragments licensed by focus icrgain implicit question (p. 301, fn. 10):

0] A: Does Bo know BRENDAN?
B: No, shekroews Frank.

Such implicit questions are also extensively used by MercB804:687ff. in order to investigate the proper-
ties of fragments extracted (on Merchant’s analysis) frelands, which will be discussed in more detail in
section 4.5.

19Note again that materia¥gal) intervenes between the antecedent and the fragmentdimg\another
example of the problem Jacobson acknowledges with the dlzétnfragments syntactically compose with
their licensing antecedents.
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(62) a. Someone left the party early, namely Claribel.

b. Someone left the party early, i.e. Claribel.

Jacobson proposes that these are not true examples of srigds, but rather something
more like extraposition from a DP/NP-internal positioamely/i.ephrases are proposed to
be parts of complex generalized quantifiers — thagaspeone namely Claribel a complex

GQ in the same way as something ligeery boy but John

(63) a. Someone — namely Claribel — left the party early.

b. Someone —i.e. Claribel — left the party early.

But an extraposition account seems to me to be implausiblestlyi the examples in
(63) seem fairly clearly to be parentheticals, requiringuyeprosodic breaks between the
namely/i.ephrases and the surrounding material. They do not seem tartseqd the gen-
eralized quantifier in the way that, for example, thé-phrase inevery boy but Johrs.
Secondly, given that subsententials can be replies by adactitor (as in (61)), an extra-
position account would imply that an extraposed part of aglemgeneralized quantifier
can be supplied by a second speaker. While extrapositidiooéxample, eut-part of a
complex generalized quantifier is possible in general, 4a)(6hows, this is quite marked
across speakers, as shown in (64b), particularly so if nahtidte yesintervenes (64c).
However, a second speaker can easily providamelyphrase, as (65) shows, even with

yesintervening (in fact to my ear (65) is better with thesthan without):

(64) a. [Every boy t] left [but John].
b. Every boy left. — ??But Joh.

c. Every boy left. — ?*Yes, but John.

20This is less bad than (64c). It is possible that the seconakepén (64b) is ‘finishing’ the other speaker’s
sentence for him. | think this is a possibility, butis in sose@se metalinguistic. | do not think this generalizes
to all cases of fragments or question—fragment answer, raivgever, for the reasons stated in this section.
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(65) Someone left. — Yes, namely Claribel.

Thirdly, it is not clear how an extraposition account of te@t can deal with the focus
cases, where the DP in the antecedent is a proper name whitth mot be extraposed
from; and the fragment is also not plausibly something thatilel occur in construction

with the DP in the antecedent.
(66)  JOHN left early. — No, Mary.

In this case, it is very difficult to see how the subsentemgaly can be accommodated
on a view in which subsententials are syntactically and sigedly integrated with their
antecedent directly. It can be accommodated easily, hawiétiee reply in (66) is taken to
covertly contain asecondnstance of a clause, deleted under (some form of) ideniity w

an antecedent:
(67)  JoHN left early. — No, Maryleft-early.

— in short, an elliptical approach.

2.4.2.2 Answering embedded questions
Jacobson notes that examples like the following are wethéa (all of (68) is spoken

by the same speaker).
(68) | know who left early: Claribel.

Jacobson takes this to imply that certain verbs can embepistoquestions, but Qu-Ans
pairs. While Jacobson does not provide the exact syntagtisttuency she is assuming,
| assume that the structure of the above is something likg (@8ere the vertknowis
selecting for something of category Qu-Ans. (I mix MininsédGB-style representations of
phrase markers here with categorial-style slash notabio®@u-Ans/DP’, a label indicating
a constituent that will provide a Qu-Ans once it has combinéti a DP — that is, ‘Qu-

Ans/DP’ is a constituent question in which the questionatstituent is of category DP.)
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(69)

/TP\

DP VP
? /\
\% Qu-Ans
y |
W™ Qu-Ans/DP DP
T~

who leftearly ~ Claribel

The semantics of the Qu-Ans part of such a tree would be asvB&lo

(70) TP
DP VP
I /\
\Y leftEarly(claribel)
) |
now Az leftEarly(z)  claribel

T
who leftearly ~ Claribel

The interpretation that this would receive is that the spe&kows that Claribel left. This

has rather weaker truth conditions than the sentence ing@8plly has, however. This

sentence is only felicitously uttered in a situation whérespeaker knows that Claribel left

and that Claribel was thenly person that left; that is, the answer here has to be exhaustiv

(Groenendijk & Stokhof 1984, Heim 1994 a.m.o0.). Jacobstreatment of embedded Qu-

Ans phrases does not account for this.

Even if concerns about exhaustivity could be handled, fangx)e by pragmatic strength-

ening, examples like the below would still be problematic.

21The question meaning and the meaning of the whole Qu-AnsldHmiintensionalized, that is, the
denotation of the Qu-Ans should be a proposition rather thénuth value. | abstract away from this, as

Jacobson also does.
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(71)  A:lwonder who left early.
B: Claribel.

B can, by using a subsentential constituent, provide an antwthe embedded question
that A utters. The structure of such an utterance would, cohkon’s analysis, presum-
ably have to look something like the below (again with an ad tmax of Minimalist-style

representations and categorial-style notation):

(72) TP
DP VP
? /\
\ Qu-Ans
‘d
WONAET 5u-Ans/iDP DP
—_

who leftearly ~ Claribel

Here we have a syntactic problem. While syntactically caninlg entire utterances cross-
speaker may be plausible, it is unclear how (72) is suppaseatk when the DFClaribel

is provided by a different speaker from the one that providemnder who left early
The problem is structure-building: it is not clear how the@®l speaker can provide a
syntactic constituenClaribel which is meant to ‘slot in” at a lower level than the root
node. In Minimalist terms, this would be a case of countdicyderge, which is usually
considered to be restricted in application, if countendrateall. In categorial grammar
terms, the constituency in (72) would imply tHalaribel had right-concatenated with the
stringwho left earlybefore the resulting string right-concatenated witbnder but then

it is unclear how speaker A could pronounce the stiimgonder who left earlywithout

pronouncingClaribel.
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There is also a semantic problem in (72). Consider the déansaof the subtrees:

(73) TP

T

DP VP
\Y leftEarly(claribel)
|

wonder

Az leftEarly(z)  claribel

who leftearly ~ Claribel
Here wonderwould be selecting a proposition, the proposition ‘thatribel left’. But

wondersemantically selects for a question, not a propositioniGhaw 1979 a.m.o.):

(74) a. 1wonder whether Claribel left/who left/where Chaai went.

b. *I wonder that Claribel left.

We might be able to solve the syntactic problem by allowingpeshdency on an answer
to copy up the tree and be resolved at the highest level (aggiresented here with an ad

hoc mix of Minimalist-style labels and categorial-stylastes):

(75) TP
TP/DP DP
_
DP VP/DP Claribel
SRV Qu-Ans/DP

wonder  who left early

But it is not clear that this will solve the semantic probldmvonder who left earlgloes not

itself denote a question or a lambda-abstraction of any, kattier denoting a proposition.
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It is therefore not clear how it could semantically compost whe denotation of the DP
Claribel.
By contrast, on an elliptical account, fragments providamgwers to embedded ques-

tions pose no problem. These examples are simply analyzibe aglow.

(76) a. 1knowwho left early: Claribdéft-early.

b. A:lwonder who left early.

B: Claribelleftearly.

2.4.3 Problems for Stainton
In this section, | discuss some problems which are specifgtamton’s approach, in

which the fragment does not interface with clausal syntaatlat

2.4.3.1 The lack of immobile fragments

On Stainton’s analysis, in principle, it appears that anmytagtic category can be gen-
erated as a subsentential. If it has semantically unsatheaguments, as in the case of a
generalized quantifier for example, the manifest propestylmines with the denotation of

the subsentential to deliver a proposition, as below.

(77) a. [indicating a pair of empty chairs]
Two external examiners.
b. [Two external examinefs= AP.3x.|z| > 2 & P(z) & = are external exam-
iners
c. Manifest propertyAz. these chairs are far
d. Combination of the two3z.|z| = 2 & these chairs are for & x are external

examiners

In principle, it seems as if this should be recursively polesiThat is, if there is a subsen-

tential which hagwo unsaturated property-type arguments, and there are atsedlient
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properties, one might imagine that both salient propedsegd combine with the denota-

tion of the subsentential in turn, giving a propositionaenmpretation. On the face of it, this

does indeed seem possible, as examples like the below show.

(78) [Context: | walk into a classroom containing fifty staé® I'm used to one or

two students being asleep at the start of a class, but tmg ltleé morning after an

important game which the home team won, | am faced with tisetlyen sleeping

students. | exclaim:]

Thirty-seven!

(79) [Same context.]

More than half!

(80) a.
b.

81 a.

Two manifest propertiefiz.z is sleepingjand|[\x.z are students
[thirty-sevelf = AP.AQ.3x.P(z) & Q(z) & |x| > 37

Combination of subsentential with the property ‘beindguadent’:
AQ.Jz.xis a student &Q(z) & |z| > 37

Combination of the function thereby generated with thapprty ‘sleeping’:

Jz.x are students & is sleeping & z| > 37

[more than half= AP.AQ.|P N Q| > L|P|

Combination of subsentential with the property ‘beindguadent’:
AQ.|student N Q| > 1|student|

Combination of the function thereby generated with thapprty ‘sleeping’:

|student N sleeping| > |student|

The problem comes when we consider the example below.

(82) [Context: same as before, but this tialethe students are sleeping.]

*Every!
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It isn’t clear what the semantic problem is with (82); we dldamagine that two salient

properties exist to saturate both argumentewary

(83) a. [evenj =APAQ.Vx.P(x) = Q(x)
b. combining with the property ‘student’ and ‘sleeping’ irat order:

Vz.x is a student> z is sleeping

The problem rather seems to be a syntactic one. The obvitiasatice betweeaveryand
something likethirty-severor more than halfs that the latter license noun phrase ellipsis,

while everydoes not:

(84) a. John ate two cookies, but | ate thirty-seven (codkies
b. John ate less than half the cookies, and | ate more thafthal€ookies).

c. John ate no cookies; | ate every *(cookie).

So the obvious treatment of subsententials thkety-severor more than halis that these
are actuallythirty-seven studentand more than half the studentsespectively, with NP
ellipsis.

This is easily accounted for on the movement-plus-ellipsisount of subsententials:
the fragmenthirty-seven studentsoves, clausal ellipsis takes place, and thesiRlents

elides independently of the clausal ellipsis:

(85) [[Thirty-seven(students] +aresteeping]
where (angle bracketsindicate noun phrase ellipsis astikethrough indicates

clausal ellipsis

Every cannot license noun phrase ellipsis in this way, and so sidseal everyis not
licensed.

This does not, however, clearly follow from Stainton’s aséd. It is not clear what
would rule out the generation of the bare determaaary with its semantic arguments be-

ing saturated by manifest properties. The system might gmanted with a grammatical
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requirement that subsententials must be phrasal (not higadbe determineevery), but
this would be an extra stipulation on this account; howetres, requirement follows im-
mediately from a movement-plus-ellipsis approach, amaAvement of the type implicated
on a movement-plus-ellipsis account can only target plresmsd would be predicted not

to move a category likeveryon its own.

2.4.3.2 The problem of too many salient properties
Stainton’s approach proposes that a subsentential is stoderas giving a proposi-
tional meaning by composing with a salient or manifest prgpel his raises the issue of

which properties count as ‘salierf2.In this respect, consider examples like (86).

(86) Q: Who did John say has the key to the liquor cabinet?

a. Mary.
b. Well, Mary has the key to the liquor cabinet, but | don't kin@hat John said.

c. #Well, Mary, but I don’t know what John said.

Here, the subsententiBlary is grammatical in principle, as shown in (86a). However, it
cannot be understood as meaning that Mary is actually thevih¢he key (an ‘embedded’
reading, retrieving the denotation of the embedded clhasehe key to the liquor cabinet
in the antecedent), while not addressing the question of Wdtan thinks, as shown by the
infelicitous continuatiorbut | don’t know what John saiih (86¢). Such a contribution to
the conversation is not uncooperative or impossible ingipie, as (86b) shows; you just
can't use the subsententMhary to do it.

The problem here is that the propefy:.« has the key to the liquor cabinethould be
just as salient af\z. John thinks that: has the key to the liquor cabinett is not clear
why, on Stainton’s analysis, an answer such as (85c¢) is resiiple; the subsententislary

should be able to combine semantically with the manifesp@ry [\x.z has the key to the

225ee also Merchant 2010:sec. 2 for discussion of this issue.
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liquor cabinel, to deliver the proposition that Mary has the key to the ligeabinet. This
should in principle be possible, especially given the cxnpeovided by the continuation
but | don’t know what John thinksIntriguingly, the subsentential with this ‘embedded’

readingis licensed in the following, minimally different example.

(87)  John said that someone here has the key to the liquanetabi

— (Well, yeah,) Mary. (I mean, | don’t know what John thinkst Mary has the
key.)

It appears that the condition on the licensing of subseiatisnand how we construe propo-
sitional meaning from them, must be sensitive to the diffeecbetween a sentence con-
taining an indefinite such as (87) and one containinghavord such as (86). It is not
immediately clear how this can be derived from Staintonalygsis, where the subsenten-
tial combines with a salient property. A similar point is reday the below example, due

to Jeremy Hartman (p.c.).

(88)  Why did John go to the party?

a. Mary went to the party, and John does everything Mary does.

b. *Mary, and John does everything Mary does.

Again, it seems plausible that the propeltty..= went to the partyshould be made salient
by the linguistic context, and yet it cannot serve as the feanproperty which would
combine with the subsentential to give a propositional nregpan Stainton’s account; that
is, the subsententidary here cannot be understood as communicating the meafang
went to the party

These examples, of course, are problematic for ellipticabants of fragments also.
Other elliptical processes, such as verb phrase ellipgtE]jycan unproblematically pick
up antecedents in embedded clauses. All of the cases destaissve which do not support

subsententials do support VPE, for example.
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(89) Who did John say has the key to the liquor cabinet?

— Well, Mary doedhavethekeytotheliguereabinet, but | don’'t know what John
thinks.

(90)  Why did John go to the party?
— Well, Mary didgetetheparty, and John does everything Mary does.

It is unclear why, on the elliptical analysis of subsentastithe elided clause cannot pick
up an antecedent in an embedded clause (while VPE can ueprabtally do this). | will
discuss this in much greater detail in chapter 3. Howevetheriace of it, such data look
like they provide support for Jacobson’s approach to fragsen which subsententials
directly compose with questions construed as categomalbdia-abstractions. We would
expect in this case that, given the anteced®hb did John say has the key to the liquor
cabinet the subsententidlary would only be able to combine with the entire antecedent
clause, which would denote the abstractjam. John said that has the key to the liquor
cabinet. It would not be able to combine with an abstractian.z has the key to the liquor
cabine}, as no such abstraction exists in the antecedent for theneapto syntactically and
semantically combine with.

However, the same issue arises for Jacobson’s accounsas ot Stainton’s; examples
like the below (repeated from (87)), containing an indedinther than avh-word, do

license ‘embedded’ readings for subsententials.

(91)  John said that someone here has the key to the liquanetabi
— (Well, yeah,) Mary. (I mean, | don’t know what John thinkst Mary has the

key.)

It is not clear how Jacobson’s approach can extend to thesicageneral, as discussed in
section 2.4.2.1. However, it is also not clear what allowes flagment to compose with
an ‘embedded’ meaning (herehas the key to the liquor cabindah the case where the

antecedent contains an indefinite, rather thavhavord. Of course, it is not clear on an
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elliptical account either why the presence of an indefimtthe antecedent should make a

difference compared to the presence effaword; this will be discussed in chapter 3.

2.4.4 Antecedentless fragments

We have seen from the discussion of Stainton’s work thahfiergs can be antecedent-
less. While this is posed as a problem for the ellipsis actatis also a problem for
accounts such as Ginzburg & Sag 2000 and Jacobson 2013. tjn fadomit that it is
more of a problem for these accounts than for the ellipticabant. In direct-generation
accounts, the fragments are syntactically dependent omtacexlent, in order to capture
Case and binding facts. But this syntactic dependence betite fragment and the an-
tecedent means that the antecedent must §meacticobject. On Jacobson’s approach,
for example, a subsentential answer literally syntadyicambines with the question it is
answering. If there is no Qu, then there can be no Qu/Ans pair.

This might not be a problem if we made the syntactic depereleptional, but then of
course we lose the empirical coverage of the fact that Cagelimg seems to be obligatory
rather than optional. Perhaps syntactic dependence afaéat is not required just in case
there is no antecedent to combine with. This would amounaying that a subsentential
need not find aAL-UTT to match with (on Ginzburg & Sag 2000’s analysis) or an inter-
rogative to combine with (on Jacobson 2013’s analysis)rdthier could be generated on
its own — perhaps with help from an analysis like Stainton’provide the requisite propo-
sitional meaning. In fact, this analysis of antecedentlieggments would be more-or-less
equivalent to Stainton’s.

The problem with such a solution — and also, ipso facto, alprolfor Stainton’s ap-
proach —is that Case connectivity continues to be observed in ‘antecedentless’ cases
Merchant points out that in certain discourse-initial attans, fragments are generated

with the case that would be required if a verb were preseng. ‘@&fé’ examples are from
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Merchant 2004:(219, 220); the ‘Both hands’ example is fromréthant 2010:fn. 11, after

discussion in Stainton 2006b.

(92) a. (Enankafe (parakalo)!

a coffeeAcc please
‘(A) coffee (please)!’ (in a Greek café)

b. Vody (pozhalujsta)!

waterGEN please
‘Water (please!)’ (in a Russian café)

c. Dvumja rukami!

two.INSTR handsINSTR
‘Both hands!” (warning a Russian child to be careful withithmwl of soup)

(93) a. Ferte mou(enan)kafe (parakalo)!

bring/iMP me a coffeeAcc please
‘Bring me (@) coffee (please)!

b. Dajte mnevody (pozhalujsta)!

givelMP me waterGEN please
‘Give me (some) water (please)V’

c. Pol'zujsjadvumja rukami!
use two.INSTR handsINSTR
‘Use both hands!
(94) a. *Kafes (parakalo)!
coffeeNOM please
b. *Voda (pozhalujsta)!

waterNOoMm please

23Thanks to Yelena Fainleib for confirmation that (94c) is wamgmatical. Sakshi Bhatia and Jyoti lyer
have commented to me (p.c.) that the same fact holds for Hiintiis case — an antecedentless fragment
‘both hands’ would have to be in instrumental case and woaldrigrammatical in any other case.
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c. *Dve ruki!

two.NOM/ACC handsGEN

Stainton 2006b:108f. suggests that these cases can bestoutkby assigning Case some
semantic import. For example, the reason wlirymja rukamiboth hands’ would obliga-
torily show up in the instrumental case in a Russian fragnsehécause the instrumental
case itself might bear an instrumental semantics whichevelobligatory on anything de-
noting an instrument, whether a subsentential or an arguwidrn a sentential utterance.
Merchant 2010 acknowledges this possibility for casesihk&rumental, and it might also
extend to cases like the genitive examples in Russiadd'waterGEN’) which might plau-
sibly be assigned a partitive semantics; however, it isdesa how such an account might
extend to the obligatory use of a Case like accusative, wiashbeen generally argued not
to have any semantic import, as Merchant 2004 notes (sec. 5).

Case connectivity provides another argument againsttStésnapproach, in which a
subsentential can be directly generated, with the prapaositinterpretation being inferred
by the provision of a manifest property. Given this, and om dssumption that at least
accusative and dative Cases do not have semantic imporenfdwn, the below Case

connectivity effects, repeated from (16), are mysterious.

(95) German(Merchant’s (49, 50))

a. Wem folgt Hans?—Dem Lehrer./*Den Lehrer.

whoDAT follows Hans — theDAT teacher theAcc teacher
‘Who is Hans following? — The teacher.

b. Wen suchtHans?— *Dem Lehrer./ Den Lehrer.

whoaAcc seekdHans — theDAT teacher theAcc teacher
‘Who is Hans looking for? — The teacher.’

The point here is thatlen Lehrerand dem Lehrey accusative and dative case versions
of ‘the teacher’ respectively, should both denote the samtiéygin a semantic metalan-

guagex.teacher(z)). As Stainton’s theory works only on the level of the semamtand
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combines the meaning of a subsentential with a salient pippgbe Case of the fragment
should not matter (we might even expect the least marked, @essumably nominative, to
be possible).

Stainton 2006b replies to this criticism by acknowledgingttreplies to explicit ques-
tions may indeed be elliptical, produced by a mechanismiairto that proposed by Mer-
chant, and so case-matching is predicted to be requiredsiesdie (95). The ‘mani-
fest property’ mechanism would only be used to account ftea@dentless fragments, not
replies to explicit questions as in (95). However, the goaeghen arises of why Stainton’s
mechanism is not availabkes well asthe elliptical mechanism in the case where there is
an explicit question. There should in principle be two pdthgenerating a subsentential
like the teacherin (95); one is the elliptical route, but the other is a dinggfenerated
subsentential without clausal structure which combindh wisalient property (assuming
that the property\z. Hans is followingz] is made salient by the questfdh If the latter
option were available, it is unclear why the case conndgtisirequired. We would need a
stipulation that, in answers to questions)y the elliptical route is possible.

This cannot be claimed as a complete victory for the ellipaaysis, however. A simi-
lar problem is faced by ellipsis accounts. In order to claiat tout-of-the-blue’ fragments
are elliptically generated — a claim we wish to preserve,tduilee Case connectivity effects
in antecedentless fragments discussed above — we seentttongaim that no syntactic

antecedent is required for an ellipsis site to be licensed.

(96) a. The train station, please.
~ Takemete the train station, please.
b. Pefzujsjadvumja rukami!

use tWO.INSTR handsINSTR
‘Use both hands!’

24Although, as just discussed in section 2.4.3.2, there iptthislem that it's not clear which properties are
‘salient’ in the right way and which are not.
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We might imagine that this implies that the antecedence itiondon ellipsis is purely
semantic (as suggested e.g. by Merchant 2001); howevesehzntic condition is prop-
erly defined, it may have enough ‘squish’ to allow for imgdl@ntecedents to be construed
within an ellipsis site even without explicit antecedergily present. Indeed, a theory of
clausal ellipsis which allows for implicit antecedentsittehse ellipsis is one that will be
defended later in this dissertation. However, if a syntaatitecedent is present, it appears
to force a syntactic isomorphism between the antecedertharmbntent of the ellipsis site,

as shown by the following data from Merchant 2010.

(97)  VWoice matching obligatory (Merchant 2010’s (23b), @an)

a. Q:Wer hat denJungeruntersucht?A: *\on einerPsychologin.

whoNOM hasthe boy examined? by a  psychologist
‘Q: Who examined the boy? A: [intended] (He was examined) pgychol-

ogist.
b. Q:Vonwem wurdederJungeuntersucht?: *Eine Psychologin.

by whoDAT was theboy examined a psychologisthiom
‘Q: Who was the boy examined by? A: [intended] A psycholofgsiamined

him).

Here, despite the fact that the two antecedents — active asglve versions of the same
sentence — presumably bear the same truth conditions anelt@kame semantic denota-
tions salient (or whatever will ultimately be required fos@mantic antecedence condition
on ellipsis), the presence of a clause with one voice spatiific does not seem to license

the ellipsis of the version of the clause with the other vaipecification:

(98)  Q: Wer hat den Jungen untersucht?

Al: Eine Psychologifratdendungeruntersucht.
A2: *\Von einer Psychologimvurdederdungeuntersucht.
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In this case, the defender of the ellipsis approach has teeattat syntactic isomorphism
is obligatory just in case there is syntax to be isomorphidtherwise, there is a greater
freedom in what is construed within the ellipsis site. Butatdver mechanism allows
that greater freedom has to be constrained just in caseithareovert antecedent, just as
Stainton’s analysis has to rule out the ‘bare’ subsentisraganswers to explicit questions.

So, on any approach, something needs to be said about themféet antecedents have
on the acceptability of subsententials which do not syidalty match those antecedents.
However, | think there is still an argument against the amlity of a ‘dual’ approach (sub-
sententials being generated either by clausal ellipsieneted ‘bare’), although a some-
what weakened one. A proponent of the clausal ellipsis @yvapproach to fragments
can state a constraint on the mechanisms used to licengsi®llif an overt antecedent is
available, then there is (some form of) syntactic or lexioakching requirement between
the elided clause and the antecedent. If there is no antetepleater flexibility is allowed.
This would be a constraint within one mechanism, the mednauaif ellipsis. Just such a
mechanism will, in fact, be proposed in section 3.7 of thgsdrtation.

By contrast, a proponent of the ‘dual’ approach would havgaipthat, if it is possible
to use clausal ellipsis to generate a subsentential in @ goetext, then aifferentgram-
matical mechanism — the generation of a ‘bare’ constitudnthvneeds to combine with
a Mentalese predicate to receive an interpretation — map@aotsed in that context. Such
a restriction, for example, would be similar to one ruling ouert verb phrases if ellipsis
could be used, or ruling out the use of a definite descripfiarpronoun could be used, as

in the below cases.

(99) a. John ate some fish, and Mary did too.

b. ?John ate some fish, and Mary ate some fish too.

(100) a. The man came in. He sat down.

b. ?The man came in. The man sat down.
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As can be seen, such effects do obtain (the type of case ir) {EI0g discussed under
the label of the Repeated Name Penalty, Gordon et al. 1993 b they are subtle, and
appear to be problems for the on-line processing mechanigther than representing a
categorical, grammatical ban on the ‘disfavored’ mechaniBy contrast, a failure of
Case connectivity in the subsentential cases is indeedaratally banned. For the ‘dual’
approach to be tenable, we would need to know what it is alheuyptesence of a syntactic
antecedent that forces the subsentential to be interpastédjenerated via clausal ellipsis
(rather than generated ‘bare’). The proponent of the eéflippproach has to answer a
similar question about the effect of the antecedent on th&asyic content of the ellipsis
site, but this can be understood as a constraint on theislhpschanism, rather than as a

restriction on the grammatical mechanisms available inggpie in a given context.

2.5 Taking stock

My conclusion is that the ellipsis-based account of sulesgrals is the correct one.
The syntactic evidence, in particular the P-stranding geization discussed by Merchant
and the unavailability of fragments whose syntactic categare immobile, points to this
conclusion; and, | have argued, other extant analyses gkstintials which analyze them
as being non-elliptical, such as Stainton’s, Ginzburg aag'ss and Jacobson’s, run into
problems, many of which can be easily remedied on the assomripiaat subsententials are
generated via a process of clausal ellipsis.

However, the considerations that motivate the non-etlgtanalyses of subsententials
remain to be addressed. My strategy to account for thesedswations will be to con-
centrate on the semantic antecedence conditions invaiveldusal ellipsis. My argument
will be that a particular version of these antecedence tmmdi can suffice to account for
the objections raised by authors who propose non-ellipiceounts. In addition, | will
argue that this condition also accounts for the ability ofefinites to license fragments, as

well as the distinction between antecedent clauses canggimdefinites (which can license
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‘embedded’ interpretations for fragments) and antecedianises containing long-moved
wh-words (which cannot license ‘embedded’ interpretatiors)the following chapter, |

will discuss some existing proposals for the semantic &akeiece condition on clausal el-
lipsis, and will provide arguments — some provided by awghano argue for non-elliptical

analyses — that extant analyses are not sufficient. | wili frepose a condition based on
the notion of congruence with the Question under Discus@Rmiberts 2012/1996), draw-
ing particularly on a proposal by Reich 2007, which | argue capture the data and allow

us to retain an elliptical account of subsententials.
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CHAPTER 3
FRAGMENTS AND THE SEMANTICS OF CLAUSAL ELLIPSIS

3.1 Introduction

This chapter considers accounts of the semantic antecedendition on clausal ellip-
sis. As stated in the previous chapter, | argue that modifthis condition will provide the
key to understanding some of the problems raised by authoosangue that fragments are
not created through ellipsis. | review previous accountsekemantic constraint which an
ellipsis site has to meet. | argue that none of them completount for the data, but that
a constraint which relates the semantics of the ellipstssithe Question under Discussion
(as proposed by Ginzburg & Sag 2000, Reich 2007, to a certineé AnderBois 2010,
and Collins et al. 2014) can deliver most of the explanandaropose a version of such
constraints which, | argue, can deliver all of the explaranith particular, a QUD-based
analysis accounts for variation in which linguistic antbeets clausal ellipsis can ‘pick
up’, and also accounts for the fact that fragments can beegtt@ithout any linguistic an-
tecedent at all. 1 first review what fragments tell us abouatndn semantic antecedence

constraint on clausal ellipsis should look like.

3.2 Issues any elliptical analysis will have to handle

There are a number of problems which elliptical accountsagrhents have to account
for. In this section, | enumerate three of these problemshé failure of certain clauses to
serve as antecedents for ellipsis in some cases; (ii) tigerahelements in an antecedent

which can serve as licensors for ellipsis; and (iii) the peabof presupposition inheritance.
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3.2.1 Which clauses can be antecedents
We have seen that, given a constituent question in whigh-a/ord has moved from an

embedded position to a matrix position, fragments can argwer’ the matrix clause.

(101) (repeated from (86))

Q: Who did John say has the key to the liquor cabinet?

a. Mary.
b. Well, Mary has the key to the liquor cabinet, but | don’t tnwhat John
said.

c. #Well, Mary, but I don’t know what John said.

That is, the elided clause can be the matrix clause of theaaéat, as in (102a), but not

the embedded clause, as in (102b).

(102) a. Marydehnsaidthasthekeytotheliqguorecabinet]
b. *Mary fthasthekeytethelquercabinet]

However, we have also seen that embedded clauses contadigfthitescan be the an-

tecedents for clausal ellipsis.

(103) (repeated/adapted from (87))

John said that someone here has the key to the liquor cabinet.

a. Yeah, Mary. John said Mary has the key. (But it's actuallitBat has it.)

b. Yeah, Mary. | mean, | don't know what John said, but Mary thaskey.

(104) a. MaryJdehnsaidthatthasthekeytotheliquoreabinet]
b. Maryft-hasthekeytotheliquoreabinet]

The same is true of embedded clauses containing focusediatate

(105)  John said thatiBL has the key to the liquor cabinet.

a. No, MaRrRY. You reported that wrong: John saidady has the key.
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b. No, MARY. | don’t know what John said, but you should know that it's

actually Mary that has the key.

(106) a. ManjJohnsaidthatt hasthekey to theliquor cabinet]
b. Maryfthasthekeytothelquercabinet]

VP ellipsis does not seem to be sensitive to this distincésnve can see from (107). VP
ellipsis in (107) can pick up the embedded clause unproliieaily and in (108), the VP

ellipsis site can pick up either the matrix or embedded @aus

(107)  Who did John say has the key to the liquor cabinet?

a. Well, Mary actually doebavethekeytotheligyoreabinet, but | don't know

what John said.

(108)  John said that someone here has the key to the liquoretab

a. Yes, Mary doefavethekey-totheliguereabinet (although | don’'t know

what John said).

b. Yes, and Mary digdaythatsemeondierehasthekeyto-theliguoreabinet

too.

(109)  John said thatiBL has the key to the liquor cabinet.

a. That's wrong — Mary dodsavethekeytotheliquorecabinet.

If we wish to analyze fragments as involving ellipsis, thedibtions on that ellipsis will
have to cleave the correct distinction between VP ellipsig eausal ellipsis as shown
above, and will also have to account for the fact tvatquestions enforce a matrix in-
terpretation of the elided clause, while indefinites andigad elements allow embedded
interpretations.

Furthermore, even matrix questions can sometimes faildeige antecedents for clausal

ellipsis, as the below example (repeated from (88), duerendgHartman p.c.) indicates.
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(110) Why did John go to the party?

a. Mary went to the party, and John does everything Mary does.

b. *Mary wenttetheparty, and John does everything Mary does.

Despite the fact thatohn went to the partis present in the linguistic context, it cannot be
picked up as an antecedent for clausal ellipsis, as showhebfatlure of (110b) to mean
‘Mary went to the party, and ...’". Note that, again, VP elifosan pick this antecedent up

unproblematically:

(111)  Why did John go to the party?
Mary did gete-theparty, and John does everything Mary does.

The failure of clausal ellipsis to pick up such antecedentsch should in principle be

available, is an issue which an elliptical account will néztiandle.

3.2.2 What licenses clausal ellipsis
| now consider the question of what sort of antecedentssie@ragmentsWh-questions

clearly license fragments.

(112)  A: Who left early? B: John.

So do focused elements:

(113) A: MARY left early. B: No, John.

Indefinites and certain quantifiers also license fragmentgse examples should be pro-
nounced with all-new intonation, with ‘default’ stress ggment (indicated here with a
grave accent), in order to show that it is the indefinite/difien itself which is licensing

the fragment, independently of the power of focus to do so.

(114) a. A: Someone/a man with a hat drank all the beer.

B: Yeah, John.
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b. A: Two students drank all the beer.

B: Yeah, John and Matry.
Some other quantifiers, however, are considerably moreinsfj

(115) a. A: Most students came to class today.
B: ?#Yeah, John, Mary, Bill, Anne, Tom and Sue.
b. A:Few students came to class today.

B: ?#Yeah, John and Matry.
Again, this contrasts with VP ellipsis, which is licensed145):

(116) a. A: Most students came to class today.
B: Yeah, John, Mary, Bill, Anne, Tom and Sue didmete-classteday.

b. A:Few students came to class today.

B: Yeah, (but) John and Mary diebmeto-classteday.

A theory of fragments that appeals to clausal ellipsis valvéto explain why weak quan-
tifiers license fragments but strong quantifiers do not, a$ agethe difference between
clausal ellipsis and VP ellipsis in this respect.

Another interesting contrast between clausal ellipsis ¥Rdellipsis is discussed by
AnderBois 2010 with respect to sluicing. AnderBois pointd that indefinites license
sluicing, but negative quantifiers under negation do nanekiough these are semantically

equivalent (that is;,—3z. P(x) < Jz.P(x)).

25The precise characterization of the ‘cut’ between quansifie not clear to me: the temptation is to
say that only phrases which can have a ‘type-e’ meaning cande fragments (that ispmeone/a man/two
studentsan be seen as indefinites which refer to particular entilesgside their quantificational readings
(see e.g. Heim 1982)). However, Constant 2012b convingiagjues that quantifiers likeost students
(although not negative quantifiers likew studenfsdo have type-e readings. | will not try to explore the
distinction between (114) and (115) in detail here.
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(117) a. Someone left, but | don’t know who.

b. #It's not the case that no-one left, but | don’t know who.
This extends to fragment answers also.

(118) a. A:Someone left. B: Yeah, John.

b. A:It's not the case that no-one left. B: #Yeah, John.

In addition, AnderBois argues that clauses that are witlpjpoaitives cannot provide a

sluice’s antecedent:

(119) a. John once killed a man in cold blood, but he can’t ggemember who.

b. #John, who once killed a man in cold blood, doesn’t evereraber who.
Again, this extends to fragment answers.

(120) a. A:John once killed a man in cold blood, | hear.
B: Yeah, Bill.
b. A:John, who once killed a man in cold blood, is otherwiszeni

B: #Yeah, Bill.
AnderBois points out that VP ellipsis is good in these cases.

(121) a. It's not the case that no-one left, but | don’t knowovaid leave.
b. John, who doesn'’t look after his sister, says that Maryukhipek-after

In addition, restrictive relative clauses, by contrastwvéppositives, can contain an indef-
inite which provides the antecedent for a fragment. Eithdefinite in (122) can license
fragments; the ‘outer’ indefinite, containing the relati@use, is shown licensing the frag-
ment in (122a), while the ‘inner’ indefinite contained withthe relative clause is shown

licensing the fragment in (122b).
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(122)  John saw a man who killed a woman in cold blood, | hear.
a. Yeah, Billdehnsawt.
b. Yeah, Maryehnsawamanwhokilled-tincoldbloed.

Again, a theory of fragments (and indeed of sluicing) whiohlgses them as clausal ellip-
sis will have to account for the failure of double negatived anaterial within appositives

to license it, as well as the contrast between putative alaalpsis and VP ellipsis.

3.2.3 The problem of presupposition inheritance

Jacobson 2013 points out a number of cases where short anbeleave differently
from their putative full clausal counterparts. | will refer this property of short answers
as presupposition inheritancethe short answers ‘inherit’ the presuppositions of the an-
tecedent sentence, for example of an NP restrictor in a ito@st question, in a way that
need not be the case for a full clausal answer, or for an ansavgaining VP ellipsis.

For example, the clausal answer in (123a) communicates)ttat and Bill came to
the party. It need not, however, communicate that John alci® in fact linguists, as
the continuation shows. Rather, it can be construed as wacabdon terms a ‘best-I-can-
do’ answer. It communicates that John and Bill came to théyphut also implies that
the speaker is unsure whether or not John and Bill are litguighe verb phrase ellipsis
answer in (123b) has the same propéttidowever, the short answer does not allow this;

(123c) commits the speaker to the view that John and Billiagailsts.

26Jacobson reports that some speakers report the VPE ans{&&8in) as degraded with respect to the full
clausal answer (123a), but not as bad as the short answer)(l128n’t personally share this intuition, but
some other English speakers | have asked have also reportaday be worth noting that | have even found
a very few speakers who accept (123c), although the majagitge that it is quite sharply infelicitous.
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(123) (after Jacobson)

Which linguists came to the party?

a. John and Bill came to the party. .. (but | don't know if theylinguists.)
b. John and Bill did. .. (but | don’t know if they're linguisjs

c. #John and Bill... (but | don’t know if they’re linguists.)

Jacobson notes that cases where the response denies gpssoip of the question in this
way are best with a particular intonation, which she dubshbst-I-can-do’ intonation: |
diagnose this intonation as a rise-fall-rise contour orcBeat over the whole clause, with
the rise-fall on the focused element and the final rise atrideoéthe clause. The presence
of this rise-fall-rise contour, however, does not improlre short answer: (123c) can be
pronounced either with ‘normal’ (falling) intonation or tia rise-fall-rise contour, but is
infelicitous in either case. A similar effect is seen in aesswvhich are quantificational, as

in (124).

(124)  Which students were dancing in the quad?

a. Some Germans were dancing in the quad... (but | don’t khtlvey were
students).
b. Some Germans were...(but I don’t know if they were stugjent

c. #Some Germans... (but | don’'t know if they were students).

Again, the clausal answer in (124a) and VPE answer in (12db)ncunicate that | saw
some Germans, but it is not necessary that they were studdrégshort answer in (124c),
however, commits the speaker to the claim that the studeat$ie saw were Germans.
The rise-fall-rise contour in the best-I-can-do answerisresponsible for the infelic-
ity of the short answers: an example of a similar effect casdam in (125) (due to Jeremy
Hartman p.c.), in which providing the information that Jaesten wrote Emma is not a
‘best-I-can-do’ answer, and in whiclane Austefin the full clausal answer (125a) and the

VPE answer (125b)) is pronounced with focus (falling) irdtan.
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(125) Which Bronté sister wrotemme

a. Jane Austen wrote Emma, you fool.
b. Jane Austen did, you fool.

c. #Jane Austen, you fool.

Here, the clausal answer in (125a) can correct a presuppositthe question (that one of
the Bronté sisters wrotemmag. The VPE answer in (125b) can also do this. However, the
short answer in (125c¢) cannot do this, and is so infeliciiaukis context.

These differences between short answers and clausal anfwer one of Jacobson
2013's main arguments that short answers should not beedkhby ellipsis from full
clauses, as their behavior does not seem to follow from tie@ber of forms of ellip-
sis such as verb phrase ellipsis. As | have discussed abdadielve there are reasons
to reject the conclusion that short answers do not involleses. However, the challenge
which Jacobson raises has to be answered: it is clear theasit the clausal ellipsis mech-
anism which is appealed to will have to differ from the VP mdis mechanism, in which
presuppositions do not need to be inherited.

On a view of fragments which makes reference to clausalsgdljphese three problems
— the problem of embedded antecedents, the ability of soamegits in some configura-
tions to license fragments but not other elements in othefigarations, and the problem
of presupposition inheritance — will have to be accountedbjopart of the theory of ellip-
sis. At least the latter of these concerns seems to mosy éastharacterizable in semantic
terms, rather than in ways which make reference to the syntatved in ellipsis. This
also seems to be a plausible way of characterizing the diffaxr between indefinites and
double-negatives, or appositives and restrictive redativMy strategy therefore will be
to pursue the hypothesis that these effects should fallrout the correct formulation of
the semantic antecedence condition on clausal ellipsishdioend, | will review existing

proposals for the semantic antecedence condition; norfeeadxisting proposals, | argue,
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correctly capture all of the data above. | will then proposeawn revision of the semantic

antecedence condition which, | will argue, does succeedptucing these data.

3.3 Previous approaches to the antecedence condition

In my treatment of previous proposals, | will split them intdat | will call focus-
basedapproaches anquestion-basedpproaches. This is not a clean cut; as we will see
the ‘question-based’ approaches also make reference us fmmmantics. However, | will

adopt the labels for convenience here.

3.3.1 Focus-based approaches
3.3.1.1 Rooth 1992a: contrast condition
Rooth 1992a proposes a condition on VP ellipsis, which isreanzed by Johnson

2001 as follows.

(126) (Johnson’s (52))

a. An elided VP must be contained in a constituent which estsrwith a
constituent that contains its antecedent VP.
b. « contrastswith 3 iff
(i) Neithera nor g contain the other, and
(i)  For all assignments g, the semantic valugsaf.r.t. g is an element of
the focus value of w.r.t. g.
(i) The focus value of{...~...], wherey is focused, if¢ : [,...z...]},
wherex ranges over things of the same type~aand the ordinary

semantic value of is identical to[¢] except that: replacesy.

An example of this constraint at work is given in (127).

(227) a. Johnread Aspects, ardary] did readAspeets too.
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The VP [read Aspects] in the second conjunct is containgdmthe clause

[ Mary] read Aspects]. This clause has the focus vdlMary read As-
pects, John read Aspects, Sue read Aspects, Bill read Aspegt

There is a constituent — namely [John read Aspects] — wisiehmember

of the focus value of | Mary] read Aspects]. This antecedent constituent
contains the VP [read Aspects], and therefore the ellipsisead Aspects]

in the second conjunct is licensed.

Can this constraint be extended to clausal ellipsis? Giveffect that VP ellipsisis licensed

in a number of situations in which clausal ellipsis is nois thoes not seem to be the way

to go; and indeed a contrast condition between clauses aaefnexample, capture the

inability of clausal ellipsis to pick up embedded clausearggcedent.

(128)

a.

A: Who did John say has the key to the liquor cabinet?

B: #Mary thasthekeytotheliquorecabinet.

Putative antecedent clause is [x has the key to the licalunet]. Whatever
value the assignment function g gives to the variable x i ¢hause, it will

be a member of the focus value of the elided clause {Mary has the key
to the liquor cabinet, Bill has the key to the liquor cabinet})

As the antecedent and the elided material are both ceutairithin con-

stituents that satisfy the contrast relation, the elligtisuld be licensed,

contrary to fact.

Such a condition also does not capture presuppositionitahee in short answers, as

shown below.

(129)

a.

b.

A: Which student [t left early]? B: #Jokfeft-early, but he isn’t a student.
Putative antecedent clause is [x left early]. Whatevé&resthe assignment
function g gives to the variable x in this clause — even if wauase that the

value it can take is restricted to students — it will be a menabé¢he focus
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value of the elided clause; the focus value of the elidedsdawill range
over everything of the same type ashn i.e. {John left early, Mary left
early, Bill left early, .. .}

c. As the antecedent and the elided material are both ceatairthin con-
stituents that satisfy the contrast relation, the elligtisuld be licensed,

contrary to fact.

We can see, therefore, that an extension of Rooth 1992a’sfoased condition on VP

ellipsis does not make the right predictions for clausabsis.

3.3.1.2 Merchant: e6IVEN ness

An influential proposal for the identity condition on clausdlipsis is eGIVENNess,
a constraint proposed in work by Jason Merchant (Mercha@i 2@004), building on
Schwarzschild 1999's definition @fivENness and on Rooth 1992a’s focus-based condi-

tion.

(130) a. A clause may be elided if it iS@VEN.
b. A clause E is &IVEN if there is an antecedent clause A such that F-clo(A)
< F-clo(E).
c. The focus closure (F-clo) of a clause is the denotatiohatf¢lause with all
focused elements replaced by variables, and all variatieas i§, traces as
well as focused elements which have been replaced) havierg é&dsten-

tially closed.

An example of this condition at work is given below for a slagexample and a fragment

answer example.
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(131) a. John ate something, but I don’t know whaeHnatet]
b. Antecedent{John ate somethifjg= 3x. John ater
c. F-closure of antecedent Jx. John ater
(identical, as all variables are already bound)
d. Elided clausefJohn ate]t= John ater
e. F-closure of elided clauséz. John ater
F-closures of antecedent and elided clause are in a muttalreent rela-

tionship, so ellipsis is licensed.

(132) a. John ate-[the beans]. — No,dthe chips].
b. Antecedent{John ate the beajhs John ate the beans
c. F-closure of antecedent: Jx. John ater
d. Elided clausefJohn ate]t= John ater
e. F-closure of elided clauséz. John ater
F-closures of antecedent and elided clause are in a muttalreent rela-

tionship, so ellipsis is licensed.

As can be seen, this principle delivers results which areherfdce of it correct for both
sluicing and fragment answers, and in particular, it casuhe fact that indefinites and
focused elements license clausal ellipsis. Indefiniteodhiced an existentially closed
variable, as shown in (131), which can correspond to a vieri@presenting a trace in the
elided clause which is then existentially closed via the macsm of F-closure. Focused
elements in the antecedent are also transformed into eiedte closed variables by the
mechanisms of F-closure.

e-GIVENness does not completely solve any of our ‘three problenwsigver. Given
the definition of esIVENNess provided, a clause is®vEN if there is any antecedent which

mutually entails the elided clause, modulo F-closure. €dhellipsis should therefore be

64



able to pick up an embedded clause in a constituent quesiig antecedent, contrary to

fact:

(133) a. A:Who did John say has the key to the liquor cabinet?
B: #Mary hasthekeytotheliguorcabinet.
b. Putative antecedent clause: [t has the key to the liquoneg
F-closure:dx.x has the key to the liquor cabinet
c. Putative elided clause: [t has the key to the liquor cabine
F-closure:3x.x has the key to the liquor cabinet

F-closures are identical, so ellipsis should be licensexitrary to fact.

We might rework esIVENness to look only for main, unembedded clauses as the an-
tecedents of elided clauses; but we then lose coverage dathéhat fragment answers
canpick up embedded clauses as antecedents if they contaifinibel® This fact is also
true of sluicing, the construction which originally proredtMerchant to propose the e-

GIVENNess condition.

(134) a. A:John said someone here has the key to the liquoretab
B: Yeah, Maryhasthekeytothetiquoercabinet.

b. John said someone here has the key to the liquor cabirtdtdba’t know

who hasthekeytotheliquoreabinet.

Furthermore, there are cases in which even matrix clausestaupply the appropriate

antecedent, as in the below example repeated from (88).

(135) Why did John go to the party?

a. Mary went to the party, and John does everything Mary does.

b. *Mary, and John does everything Mary does.

e-GIVENNess does, by virtue of its f-closure mechanism, capturdaittethat indefinites,

focused material, andh-words (which move and leave an existentially closed vaeabl
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license fragments, while quantifiers likew do not. However, as AnderBois 2010 points
out, it does not capture the fact that double-negation inde§ do not license fragments;
because double negatives and simple indefinites are tantiteonally equivalent, &siv-
ENNness could not distinguish between themcigeNness does also does not capture the
fact that antecedents cannot be found in appositives, foiséme reasons as discussed
for embedded clauses above; it is not clear how to restr@mtvenness from finding the
clausal antecedent in the appositive.

Finally, the problem of presupposition inheritance is ragitared by esiVENness. We
can see that in the pair below, the F-closed antecedentslaed elausesio entail one

another (as they are identical). However, ellipsis is ragrised in this example.

(136) a. Which Bronté sister [t wrote Emma]?

— *Jane AusteftwroteEmmal

b. dz.z wrote Emmas Jz.x wrote Emma

One might suggest that the NP restrictor is interpretedertrdice position as well as in the
moved position in the antecedent, following for example B6%2’s mechanism of Trace
Conversion. If this were the case, the mutual entailmeaticei would not hold between

the antecedent and elided clause.

(137) a. Which Bronté sister [ [t Bronté sister] wrote Emjha
F-closure of antecedentz.z is a Bronté sister & wrote Emma

b. dz.zis a Bronté sister & wrote Emmas Jx.x wrote Emma
However, this cannot be a general solution, in the light afnegles like the below.
(138) Some students left. Some professors, too. (= somegzofdeft)

Here, if the NP restrictor is generally interpreted withie tantecedent and elided clauses,

the mutual entailment would not go through:
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(139)  dz.zx are students and left & Jx.x are professors andleft.

e-GIVENNness, as formulated in Merchant 2001 for example, does pbaiathis contrast.

3.3.2 Question-based approaches
An intuition that drives a number of approaches to clausilsé$ is that there should be
some form of semantic ‘congruence’ between the elided eland an antecedent semantic

questior?’ In this section, | will review a selection of these analyses.

3.3.2.1 Kirifka 2006: background matching

Krifka 2006 proposes a condition on short answers where lagbaond — roughly, all
constituents in an utterance except the focused one(s)becalided under a particular con-
gruence relation between the ellipsis-containing clanskssm antecedent question. Krifka
uses a structured meaning account of questions, in whicmstitwent question can be
represented as an ordered pa\, B), where W is the set over which the questioned con-
stituent ranges, and B (the ‘background’) is the denotatifotmhe proposition from which
the questioned constituent has been extracted, with theblaleft by the questioned con-

stituent lambda-abstracted over. An example is given helow

(140) a. Which student did John meet?

b. ({z|z is a student, \xz. John metr)

Krifka proposes that an utterance containing focus cankassemantically represented as
a similar structured object, an ordered tripke A, B'), in which F is the denotation of the
focused constituent, A is the set of focus alternatives ta Fa(Rooth 1992b), and’Bs
again a lambda abstraction representing the backgroureisame fashion as above. An

example is given below.

27As discussed in section 2.3.2.2, Jacobson 2013, while wotforating ellipsis in its analysis, is also
based on this general intuition; in her analysis, fragnmishist answers directly compose syntactically and
semantically with antecedent interrogatives/questions.
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(141) a. John met][Bill ].
b. (Bill, {Bill, Mary, Sue, ...}, Axz. John metr)

Krifka proposes that there is a congruence condition betvegeestions and answers, to

ensure the correct focus placement in an answer, shown B&low

(142) (Krifka’s (79))
A pair QUEST(W, B)) — ANSW((F, A, B')) is congruent iff:
B=B" and WC A (or W=A).
If congruent, the answer asserts that out of the elementsA{ ibhold for X=F

that B(X).

For example, the question-answer pathich student did John meet? — John meBill]
is congruent because they have identical backgroukdsJohn metr), and because the
set of students is a subset of the focus valudobin(which is the set of all entities). Krifka
proposes that, in a congruent question-answer pair, alsalanaterial in the answer other
than the focused material can be elided, resulting in questhort answer pairs liké&/hich
student did John meet? — Bifl

This approach has the advantage that we predict that emthetideses in interrogatives

cannot provide the antecedent for a fragment answer: thegb@ends do not match.

(143) a. Who did Mary say has the key to the liquor cabinet?

Background B =\z. Mary saidz has the key to the liquor cabinet

28|t's not clear how general this constraint is meant to be aft'tbe a general constraint on any sort of
response to a question, as background-matching of the &mered in (142) is clearly not required if the
response is of the ‘indirect’ type:

0] A: Who ate the cake? B: Well4[Bill]'s been looking kind of guilty lately.

Here, the background of the questiown:(x ate the cake) and that of the answgr (¢ has been looking kind
of guilty lately) clearly do not match. | will understand tbhenstraint in (142) as strictly applying only to
short answers, and will discuss it in that light.

2%rifka embeds this in a syntactic theory of focus movemerthioleft periphery, making the syntactic
side of this theory look very similar to that in Merchant 2004
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b. *[r Mary] hasthekeytotheliguorecabinet.

Background B =\z.x has the key to the liquor cabinet
Backgrounds do not match; congruence condition not met]lgsie not

licensed.

The same is true for cases such as the below. The backgrotimel @éiestioWhy did John
go to the partydoes not match the background of the elided clause, and bacases are

ruled out.

(144) a. Why did John go to the party?
Background B =\z. John went to the party for reasen
b. *[r Mary] wenttotheparty (and John does everything Mary does)
Background B =\z.x went to the party
Backgrounds do not match; congruence condition not met]lgsie not

licensed.

We could also imagine that this condition, with slight relwiag, gives us the technology
for dealing with focused phrases licensing ellipsis; iftbadition is background-matching,
we predict that clausal ellipsis should be good if the bagkgds of two clauses match, as

below.

(145) a. [ John]left early. (B s\z.x left early)
b. No, [ Mary | leftearly. (B =\z.z left early)

However, it is not clear why indefinites license fragmentstitis account. Antecedents
containing indefinites can have focus on constituents dttger the indefinite, and yet the
value of the elided clause is interpreted as if its backgdaerm lambda-abstraction with a
variable in the place of the indefinite in the antecedenherathan one in the place of the

focused constituent. The below example demonstrates rthitdem:
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(146) a. Somebody here hasthe key to the liquor cabinet].
Background B =\z. somebody here has
b. Yeah, Maryhasthekeytotheliquorcabinet.
Background B =\z.z has the key to the liquor cabinet
Backgrounds do not match so ellipsis should not be licensextrary to

fact.

In addition, presupposition inheritance is not capturethiyyanalysis. Consider the below

example, in which ellipsis fails to go through.

(147) a. Which student left early?
Semantic representatioffz|x is a studerit, \z.x left early)

b. *Bill {eft-early (but he’s not a student).

Semantic representatiofiill, { Bill, Mary, Sue, ...}, Az.x left early)

c. Congruence condition: backgrounds should match (med)ndoat the ques-
tion ranges over should be a subset of the focus value of thear(met, as
the set of students is a subset of the set of focus altersat\gill, which is
the set of entities). So ellipsis should be licensed eveiilifdhot a student,

contrary to fact.

Krifka suggests an alternative, stricter version of theditbon matching focus alternatives
to the question set, one in which they have to be equal. Wetnriggine that this solves
our problem here: we could force the contextually relevidtetraatives taBill to be equal

to the set of students, which would require that Bill himdmdf a student (as the set of
alternatives ta: always containg as a member). However, this does not solve the problem
generally: consider the below question-short answer paiGhis licensed, even though it

does not meet the congruence condition.

(148) a. Which students were dancing in the quad?

Semantic representatioff x|z is a student, \x.z was dancing in the quad
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b. Some Germanseredaneingintheguad.

Semantic representation: [some Germarjs {[some Americars [some
Daneg, [some Scoff ...}, Az.z was dancing in the quad

c. Congruence condition: backgrounds should match (med)ndnat the ques-
tion ranges over should be a subset of (or equal to) the foalue \of the
answer (not met; the set of students is not a subset of (ot emguhe focus
alternatives{[some Americar]s [some Dan€gs [some Scoff ...}). So

ellipsis should not be licensed here, contrary to fact.

So this question-based account moves us some of the waydswaderstanding some of
the conditions on clausal ellipsis, it does not capture fithe data. One datum it does
not capture is the ability of indefinites to license fragnsenntuitively, it seems to be the
case that the reasons an indefinite-containing utterakesdmeone here has the key to the
liquor cabinetlicenses a fragment answer ligeah, Maryis that the antecedent utterance
can be understood as raising an implicit question, roughihyo’ has the key to the liquor
cabinet?’. Such implicit questions in discourse are oftssubsed under the rubric of the
Question under Discussion or QUD (Roberts 2012/1996);n haw to an analysis which

bases the clausal ellipsis condition on the QUD.

3.3.2.2 Reich 2007: equivalence between QUD and focus vabfeelided clause

Reich 2007 proposes the following condition on fragmentams°

(149)  Inanelliptical clause, [o]* = [QUDJ], where[a]* represents the focus-semantic

value ofa, and the denotation of the Question under Discussion (QYni

30Reich also proposes that this condition can correctly d@sthe distribution of gapping sentences (e.g.
John ate fish and Mar bean$; | do not discuss this here. | have considerably abbresiatgch’s condition
here, abstracting away from his syntactic implementatldmave also used a formulation from Reich 2007
which is not quite his final conclusion; he refines the condifiurther, but | do not believe the refinements
discussed are germane to the conclusions drawn here.
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derstood as the Hamblin denotation of the question, i.e.sétef all possible

answers. Non-focused materialdrncan be phonologically deleted.
An example of how this works is given in (150).

(150) a. Who left?
[QUD] = {John left, Mary left, Sue left, . ).
b. Maryleft.
[Mary leff]” = {John left, Mary left, Sue left, . .
c. [QUD] = [Mary left]”, therefore ellipsis licensed.

Imposing a semantic identity requirement between the @reander Discussion and the
elided clause captures, as in Krifka 2006, the inabilityragments to find their antecedents
in embedded clauses in interrogatives. On the assumptairathovert interrogative such
asWho did John say has the key to the liquor cabineth only raise a Question under
Discussion about what John said (and not about atioially has the key to the liquor
cabinet), we predict that a fragment cannot pick up an emdgxbdiduse in an interrogative

as antecedent, as shown below.

(151) a. Who did John say has the key to the liquor cabinet?

[QUD] = {John said Bill has the key to the liquor cabinet, John saidyMar
has the key to the liquor cabinet, John said Sue has the keyetbquor
cabinet, ..}

b. *Mary hasthekeytotheliguoreabinet.
[Mary has the key to the liquor cabifiét= {Mary has the key to the liquor
cabinet, Bill has the key to the liquor cabinet, Sue has tlyeté&ehe liquor
cabinet, ..}

c. [QUD] # [Mary has the key to the liquor cabiriét therefore ellipsis not

licensed.
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The same is true of examples in which the question asks fanswmex which is not provided

by the fragment, as in the below case:

(152) a. Why did John go to the party?
[QUD] = {John went to the party because he likes parties, John wemé to t
party because he fancies someone there, John went to tiyebpaduse he
does everything Mary does, ...
b. *Mary wenttetheparty (and John does everything Mary does)
[Mary went to the part}/ = {Mary went to the party, Bill went to the party,
John went to the party, . }.

c. [QUDJ # [Mary went to the part}/’, therefore ellipsis not licensed.

This analysis also correctly predicts that indefinites ancu$ed constituents suffice to
license fragments. Intuitively, as discussed above, elaagsntaining indefinites can prag-
matically be understood as requests for information abloaitidentity of that indefinite.

We could therefore see indefinites as raising implicit Qoastunder Discussion. The
placement of focus is well known to presuppose a particulasflon under Discussion:
indeed treating focus placement is one of Roberts 2012/498&n motivations for con-

structing the Question under Discussion framework. Resiemalysis therefore predicts

that indefinites and focused elements should license fratgne

(153)  A: Somebody here has the key to the liquor cabinet.
(implicit QUD: Who has the key to the liquor cabingt?

B: Yeah, Maryhasthekeytotheliquorcabinet.

(154) DHN has the key to the liquor cabinet.

(presupposes QUDWho has the key to the liquor cabingt?
B: No, Maryhasthekeyto-theliguorcabinet.
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We also capture the fact that double negatives, and contéimhvappositives, do not li-
cense fragments. Such utterances are difficult to understaumformation-seeking ques-
tions3! It feels natural to describe the situations in (155) as on@ghich questions about
the identity of the person being referred to by the indefirstenplicit or ‘pregnant’, with
the speaker’s actions trying to prompt their interlocutobahswer these questions; but this
is much less natural in (156), which seem like very peculaanarios, at least on that

interpretation of what the speaker’s actions are meantdmpt the interlocutor to do.

(155) a. (I hear that) somebody here has the key to the licalmnet.
[Speaker raises eyebrows, looks hopefully at interlogutor
b. (I hear that) this is a guy who killed someone in cold blood.

[Speaker raises eyebrows, looks hopefully at interlogutor

(156) a. (I hear that) it's not the case that nobody here haskéy to the liquor
cabinet. [Speaker raises eyebrows, looks hopefully atlotetor]
b. (I hear that) John, who once killed someone in cold blo®djée once you

get to know him. [Speaker raises eyebrows, looks hopeftiiytarlocutor]

Similar facts also hold for quantifiers likmostor few. for some reason, these do not easily
raise implicit questions, as (157a) shows, and they alse Hdficulty licensing fragment

answers, as (157b) (repeated from (115a)) shows.

(157) a. (I hear that) most students came to class today.akepeaises eyebrows,
looks hopefully at interlocutor]
b. A: Most students came to class today.

B: ?#Yeah, John, Mary, Bill, Anne, Tom and Sue.

311 will not attempt to explore here the pragmatics of why this@ld be so. AnderBois 2010, who notes
the ellipsis facts concerning double negatives and comtéhin appositives, offers a semantic explanation
in the framework of Inquisitive Semantics.
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Jeremy Hartman (p.c.) also points out to me that there atain@ases in which indefinites
do not license fragments, if they are in a context which dad¢sraise a question’, such as

within the antecedent of a conditional, as in (158).

(158) (Jeremy Hartman p.c.)
A: If someone has a peanut allergy, you shouldn’t serve thesrfood.

B: #Bill. (intended: Bill has a peanut allergy)

We can see that indefinites within conditionals do not seemais® implicit questions by

performing the ‘raised eyebrows’ te$tThe below is a bizarre interaction:

(159) If someone has a peanut allergy, you shouldn’t seem tinis food.

[Speaker raises eyebrows, looks hopefully at interlogutor

This suggests that it is the ability to ‘raise questionsg imay very similar to that discussed
by AnderBois 2010, which is crucial to the licensing of fragms. However, Collins et al.
2014 note some interesting cases which appear to be coxautepées to the generalization

that parentheticals cannot provide the antecedent fosalallipsis.

(160) (Collins et al. 2014’s (2))
[Context: Many important documents have gone missing.]
My assistant, who was accused of stealing an important papait work out

which paper.

32Jeremy Hartman (p.c.) notes a correlation between thigyahiid the ability to refer back to the indefi-
nite with a pronoun.

0] a. Someone here has the key to the liquor cabine ptetty sneaky.
b.  It's not the case that no-one here has the key to the licaluinet. ??Hs pretty sneaky.

It seems as if the ability of an expression Ié@meondo be referential (and therefore to be the referent of a
pronoun) is important for the ability to ‘raise a questiagspecially in the light of the fact thatost/fewhave
difficulty in licensing fragments, and that the indefinitehim the conditional in (158), (159) (which is not
referential) cannot raise a question. | can't take thisasgu in detail here, but it definitely warrants further
investigation; as Hartman notes (p.c.), this behavior iisinéscent of Barbara Partee’s ‘marble’ sentences
cited in Heim 1982i've found nine out of my ten marbles. ?It's probably under $ofa.
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In (160), a sluiced clause finds its antecedent within a phetical. The same fact also

seems to obtain for fragment answers, although the judgimeonmewhat delicate.

(161)  A: My assistant, who was accused of stealing an impbpgaper, is panicking.

B: Yes, the secret accourts.

Collins et al. 2014 suggest, however, that this can be utatsisas support for a QUD-
based theory of clausal ellipsis (although they couch iermis of Ginzburg & Sag 2000’s

proposal rather than an analysis like Reich 2007):

When a participant encounters a sluice which appears totsa&etecedent
from an appositive clause, they are able to make an inferdratehe speaker
intends thevAX -QUD to be raised by the appositive clause, thereby licensing
the sluice. Given the increased flexibility of a QUD model loiicng, where
participants can infer that a QUD takes its semantic corftemt an apposi-
tive clause, we expect participants to accept apposititecadents to sluices.
(Collins et al. 2014: sec. 4.3)

Given this, a QUD-based condition like Reich 2007’s castine first two of our ‘three
problems’. However, | argue that there are some cases thalh’®eondition does not

capture. Consider the below.

(162)  A: Who was dancing in the quad?
B: Every Germamweredancingintheguad.

Here, it looks as if an entire quantificational phr&seery Germaris in focus. | assume,
following Rooth 1985, that the focus value of a phrase is aositnally built up via
pointwise function application of the focus values of itstpa We have, then, the below

focus value forevery German andevery German

33This is better if the fragment is understood as a quesfitwe: secret accounts?
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(163)

a.

[every]” = {[every], [somd, [many, ...}3*
[Germar® = {\z.z is a German)\z.x is an American\z.z is a student,

o}
[every Germajf’ = {every German, some Germans, many Germans, ev-
ery American, some Americans, many Americans, every studeme stu-
dents, many students, .}..

(pointwise function application on (a) and (b))

And so, for the question-answer pair in (162), we have thevel

(164)

a.

Who was dancing in the quad?

[QUD] = {John was dancing in the quad, Bill was dancing in the quad,
Mary was dancing in the quad, .J. .

Every Germarveredaneingin-theguad.

[[r Every German] were dancing in the ql}ad {every German was danc-
ing in the quad, some Germans were dancing in the quad, mamgaBe
were dancing in the quad, every American was dancing in tlael gsome
Americans were dancing in the quad, many Americans wereinigntthe
guad, every student was dancing in the quad, some studergsiasecing in

the quad, many students were dancing in the quad, . ..

But these sets of propositions are not equal. Take, for ebagrtige propositiorsome

Germans were dancing in the quadhis proposition is in the focus-semantic value of

[ Every German] was dancing in the quadowever, this proposition is not to be found

in the QUD in (164a). The propositiddome Germans were dancing in the quaa be

understood as a long disjunction of propositioHsins was dancing in the quad or Stefan

was dancing in the quad or Klara was dancing in the quad arBut that disjunction isn’t

34Some care needs to be taken in how this set of alternativesisrgted. This will be discussed in detail
in section 3.4.2 below.
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in the QUD, which does not contain disjunctive propositidng rather only propositions
like Hans was dancing in the quad, Stefan was dancing in the quaxs leind Stefan were
dancing in the quad. ..So some of the quantificational propositions in the focrsantic
value given in (164b) are not in the QUD given in (164a). Ashsuhbe ability to give an
elliptical quantificational answer to a question like (1@&4&sts doubt on Reich’s precise
formulation, where equality between the QUD and the fo@mantic value of the elided
clause is required.

We might solve this problem by allowinghoin (164a) to be polymorphic in type, and

to range over quantifiers as well as entities, thereby giugthe below.

(165) a. Who was dancing in the quad? (wheteranges over alternatives of type
et, t))
[QUD] = {every German was dancing in the quad, some Germans were
dancing in the quad, many Germans were dancing in the quad; Awmer-
ican was dancing in the quad, some Americans were dancifgeiguad,
many Americans were dancing in the quad, every student wasrdgin the
guad, some students were dancing in the quad, many studergsiancing
in the quad, ..}

b. Every Germamveredancingintheguad.

[[r Every German] were dancing in the ql}ad {every German was danc-
ing in the quad, some Germans were dancing in the quad, mamgaBe
were dancing in the quad, every American was dancing in tlael gsome
Americans were dancing in the quad, many Americans wereinigintthe
guad, every student was dancing in the quad, some studergsiasecing in

the quad, many students were dancing in the quad, . ..

In such a case, we clearly do have equality. However, therethier examples which are

felicitous, but which Reich’s condition does not predichee are cases which | will call
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‘mismatch’ cases; cases in which the semantic type of thgnfesnt answer seems to be

different from the type which the question ranges over. @mighe below, for exampl&.

(166) How many students came to the party?

a. Only Mary.
b. John and Mary. (No-one else.)

c. John, Paul, George, Sarah, Mary and Helen.

Here, ahow manydegree question is answered with a fragment which does at# at
number, but rather lists the students that came to the gdotyever, these are not predicted

to be in the correct relationship on Reich’s theory, as shioglaw.

(167) a. How many people came to the party?
QUD = {one person came to the party, two people came to the pangg thr
people came to the party, .}..
b. John and Margameto-theparty.
[[r John and Mary] came to the pajty = {John came to the party, Mary

came to the party, John and Mary came to the party, Bill cantleegarty,

!

Here, these two sets are not the same, for much the same i@Esadmtussed above for the
guantifier case; the proposition expressedvay people came to the pariy a disjunctive
one, verified by any situation in which any two people caméneoparty. No such propo-
sition can be found in (167b), which contains propositiortsclv all express that some
specific(possibly plural) individuals came to the party.

We might again try to rescue the case in (167) by suggestiaighthw many people
can range over quantificational alternatives (that is,ntaject alternatives likeveryone

came to the party, many people came to the paety,), and that the focus alternatives

35] thank Jeremy Hartman for bringing this sort of example toattgntion.
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projected byJohn and Marywere also of quantificational type (perhaps adopting a view
such as Montague 1973'’s, where all noun phrases are bgsi¢alipe (et, t)). Then we
might get matching between (167a) and (167b). Alternatjweé could imagine that there

is a silent type(e, d)*® measure function applying tdohn and Maryin (167b), which
would map plural individuals into the number of individuals im;’ this might be enough

to ensure that the alternatives projected in (167b) rangedaegrees. However, there are

some cases of ‘mismatch’ where such moves will not help, asadhe below:

(168) A: Exactly how fast was John driving?

B: Above 60 mph, anyway (but | don’t know the exact speedy3orr

The use okxactlyin the question here is intended to rule out a reading in wiielyuestion
could plausibly range over intervals (cf. Abrusan & Spe@®11); the intended reading is

one in which the question ranges over (exact specificatifrdegrees of speed.

(169)  [Exactly how fast was John drivifig= {...John was driving at exactly 69 mph,

John was driving at exactly 70 mph, John was driving at exadimph, .. }
But consider the focus-semantic value of the answer.

(170)  [John was drivingg above 60 mpHf" = {John was driving above 60 mph, John
was driving above 70 mph, John was driving below 60 mph, Joas @viving
below 70 mph, ..}

| won'’t try to specify in detail how the focus-semantic vaing170) is arrived at compo-
sitionally, or the precise nature of the alternatives wlaoh projected. However, whatever
the answers to those questions, it seems clear that we wihan@ equality between the

QUD and the focus-semantic value of the answer.

364 is the type of degrees.

3"Thanks to Elizabeth Bogal-Allbritten for suggesting thaspibility to me.
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To see this, note that the propositidohn was driving above 60 mphust be in the set
of focus alternatives in (170), as the ordinary semantioevalf an expression is always a
member of its focus-semantic value (Rooth 1985, 1992hb). tBeipropositionJohn was
driving above 60 mpis not to be found in the setin (169). Those propositions spbcify
exactspeeds at which John was traveling, not lower bounds. hvdlthat the proposition
John was driving above 60 mihnot in the denotation of the questiBractly how fast was
John driving? However, the focus-semantic value in (169) must contagnpitoposition
John was driving above 60 mpMherefore, the focus-semantic value shown in (169) is not
equal to the question in (169); and we therefore predictaltigisis should not be possible,
contrary to fact.

These ‘mismatch’ cases constitute a problem for Reich 206)¥ecific proposal. How-
ever, given the success of a QUD-based account in capturengdta concerning embed-
ded clauses, and the data concerning which elements li¢eaggments, | argue that the
semantic condition on clausal ellipsis should indeed makerence to the Question under
Discussion in the way that Reich proposes. In the followiectisn, | will propose a con-
dition which incorporates Reich'’s insight, but which alsawls on Merchant 2001, 2004’s

e-GIVENNness condition to solve the above problems.

3.4 QUD-GIVENNess
3.4.1 Solving the mismatch problem: ‘existentially closig the QUD’

Recall that esivENness, as defined by Merchant 2001 (repeated here from (130)),
involves an operation of existentially closure to deriverapwsition from sentences that

contain variables.

(A71) a. Aclause may be elided if it iS@VEN.
b. A clause E is esIVEN if there is an antecedent clause A such that F-clo(E)

< F-clo(A).
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c. The focus closure (F-clo) of a clause is the denotatiomaf tlause with
all focused elements replaced by variables, and all vasafthat is, traces
plus focused elements which have been replaced) havingeestentially

closed.

This sort of existential closure operation in fact seemsalgesthe problem for a lot of

‘mismatch’ cases. For example, take the case in (166), tegéslightly altered) here:

(172) A: How many people came to the party?

B: Only Mary.

| assume that in #ow manyquestion, the trace left behind by movementhoiv many

ranges over the type of degrees, and the focus

(173) How many people [t many people came to the party]? — Maymeto-the
party.
a. F-clo(A) =3d.d-many people came to the party

b. F-clo(E) =Jz.x came to the party

Here, there is mutual entailment between the focus-clasittes antecedent and the focus-
closure of the elided clause; if there is a person who cantestparty then there is a number
d such thati-many people came to the party, and vice véfs80 ecIVENNess correctly
predicts that ‘mismatch’ fragment answers should be altbwe

However, we saw above that@vENNess is not the right formulation of the condition
on clausal ellipsis in general. In section 3.3.1.2 it wasifed out that the condition ‘if there
is an antecedent clause’ is too liberal: not all potentitée®@dent clauses can actually serve

to provide an antecedent for clausal ellipsis. This classdso, in a way, too conservative:

38This is not strictly true ifd is allowed to take the value zero. This will be discussedwelo
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it requires a (linguisticy antecedent, but as noted in section 2.4.4, many cases ofdrig
do not require an antecedent.

Rather, the evidence gathered in section 3.3.2 suggesththantecedent for clausal
ellipsis should be located in the Question under Discussidowever, the QUD, as a
guestion, is not the appropriate kind of object to be in a raluéntailment relationship
with a proposition. While entailment relations can be defioeer questions (i.e. between
guestions and other questions: Groenendijk & Stokhof 188fherts 2012/1996), such
relations are not defined over objects of different typesiciR2007’s approach calls for
equality between the QUD and the focus-semantic value aéliled clause, which would
be defined, but does not deliver the correct results in célee$ll72), as discussed in the
preceding section.

What we want is a way to reap the benefits which existentiaurt® provides for us
in cases like (172). There is a simple transformation whigh lbe applied to the QUD,
understood as having a Hamblin denotation (that is, as afgatopositions which are
possible answers to the question), which has the same aeff@stistential closure: namely,
taking the union, or disjunction, of all the propositionghin the set that the QUD denotes.
(174) illustrates this operation for the questiddfo left? In the toy model in (174), the
only people are John, Mary and Sue; John left in wotldsw;, w,, Mary left in worlds

wo, wz; and Sue left in worldsvy, wo, wy. (We could say that in worlds, nobody left.)

(174) a. [who leff] = {John left, Mary left, Sue lejt
= {{w : Johnleftinw}, {w : Mary leftinw}, {w : Sue leftinw}}

= {{w07 wy, wz}, {wo, w3}, {wb Wa, w4}}

b. U[who left] = | J{{w : John left inw}, {w : Mary leftin w}, {w : Sue left
inw}}

390n the fact that esIVENNess requires a truly linguistic antecedent, contra MercB@04, see section
3.6.1.
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= U{{w()v wi, wZ}v {w()v 'LUg}, {wlv Wa, 'LU4}}

= {’LUO, Wy, W2, W3, ’LU4}

The result of taking the union of the set of propositions deddy the question is to give us
the proposition which is the disjunction of those propasis, that is, the proposition ‘that
John left or Mary left or Sue left’; or, to put it another waigtset of all worlds in which
at least one of John, Mary or Sue left. To put it yet another, Was/proposition obtained
by taking the union of the questiomho leftis the existential statement:.x left, as an
existential statement is equivalent to a long disjunctidms sort of existential statement is
exactly the sort of statement which Merchant's eENness condition creates by f-closing
an antecedent.

In fact, we can generally rewrite the Merchant 2001/Schsaelritdd 1999 notion of F-
closure in this way® The operation of taking a proposition (properly speakingymtactic
phrase marker whose denotation is a proposition), reaalinits focus-marked phrases
with variables, and existentially closing the result, isntlcal in effect to taking the union
of the focus-semantic value (as defined by Rooth 1985, 1982bg proposition, as shown

below?!

(175)  [[r John] left early = that John left earff

490r, at least for the purposes for which Merchant uses it ana/fiich | will use it. We are only concerned
here with F-closing propositions and questions, that imas#ic objects whose focus-semantic values are sets
of propositions, typést, t). In Schwarzschild 1999, F-closure is an operation whicHiappo all semantic
types. The rewording of F-closure in terms of set union whigive here would, | believe, béefinedover
all set types (objects of typg, t), whose focus value would be a set of sets, tyfeet), t)), but whether
it would give sensible or desirable results if applied to stning other than a proposition or question is not
something | have tried to investigate in detail.

“IThe two may not in fact be completely identical, dependinghow traces are interpreted. Merchant
2001's condition treated traces as variables, and exiatgntlosed them. However, | think the set-union
version does not lose anything by not doing this.

42| abbreviate the proposition\tv. John left early inw’ in this way for readability; where it will not cause
confusion, | will also drop the ‘that’, writingXw. John left early inw’ just as ‘John left early’.
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(175)  [[r John] left earl§” = {that John left early, that Mary left early, that Bill left
early, ...}

(175) F-clo(g John] left early) =3z.z left early

(175)  UI[r John] left earl§” = that John left early or that Mary left early or that Bill
left early or. ..

= dz.x left early

Rewriting focus-closure in this way allows us to remove &sdlre as a primitive operation.
It also gives us a way of formulating a version of the@ENness condition which makes
reference to the QUD, which | provide in (176). In order to idvoonfusion with Mer-
chant’s original definition of esIVENNess, | rechristen the condition as QUD¢ENNess.
It can be immediately seen that (176) is almost the same ahiR607’s formulation, ex-
cept that the QUD and the focus value of the elided clause hastergone the set union

operation.

(176) QUD-GIVENNess (first pass)
A clause E is QUDsIVEN iff |JQUD < J[E]*.

| propose that non-focused elements of a clause which is QUEN can be elided, in
much the same way that@vENness functions in Merchant’s proposal. A simple example

of how this works is shown in (177).

a77) Who left? — Marnyeft.
a. QUD =[Who leftq] = {Mary left, Bill left, Sue left, ..}
b. JQUD =|J{Mary left, Bill left, Sue left, ..}
= Mary left or Bill left or Sue left or. ..
=dz.x left
c. Ullr Mary] left]” = Jz.z left
d. (JQUD < U[E]", so ellipsis is licensed.
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We see that this condition functions to license the ‘simpéses of fragments as responses.
| want to argue that adding disjunction to Reich 2007’s foatian allows us to capture

the felicity of the below exchanges.

(178) How many students came to the party?

a. Only Mary.
b. John and Mary. (No-one else.)

c. John, Paul, George, Sarah, Mary and Helen.
QUD-GIVENNess correctly predicts that such ellipsis should go thnpag shown below.

179 a. How many people came to the party? — John and Mary.

b. QUD ={one person came to the party, two people came to the pargg thr
people came to the party, .}..

c. |JQUD = 3d. d-many people came to the party

d. E =[rJohnand Mary ] came to the party.

e. U[E]¥ = 3x.x came to the party

f.  UQUD < U[E]" (if there is a person who came to the party then there is
a number such thati-many people came to the party, and vice versa). So

ellipsis is licensed?

43As mentioned above, there is a problem here in that the tiltgét version of this entailment does
not strictly go through ifd is allowed to take the value zero. | have to assume that thistigermitted.
| tentatively suggest thaterois not an accessible alternative in degree questions. tiogeg.4.2, | will
argue that negative quantifiers suchas feware not accessible alternatives for quantifiers, becaesestte
underlyingly sentential negation plus existential qu#s (e.g.no = — + some¢; perhapszerois similarly
not ‘really’ a word, but one possible spellout of sententiagjation plus ‘(even) one’. As support for this,
note thatzerogives rise to ‘split scope’ readings (cases where the negatid the existential are interpreted
with different scopes with respect to intensional verbghmsame way asodoes, as De Clercq 2011 points
out:

0] The company need fire zero employees. (= It is not necg$sathe company to fire any employees.)
[— [need [the company [fire [(even) one employee]]]]]

However, De Clercq also points out that in other respeetsybehaves differently fromo (see also Postal
2003); but it is beyond the scope of this work to enter intadehere.
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Other kinds of ‘mismatch’, such as the below (repeated fr@68)), can be given a

similar analysis.

(180) A: Exactly how fast was John driving?

B: Above 60 mph, anyway (but | don’t know the exact speedy3orr

(181) a.
b.

Exactly how fast was John driving?

QUD ={...John was driving at exactly 69 mph, John was driving attia
70 mph, John was driving at exactly 71 mph,}...

| JQUD =3d. John was driving at exactly mph

E = John was drivingdabove 60 mph].

[E]* = [John was drivingd above 60 mpHf" ={John was driving above 60
mph, John was driving above 70 mph, John was driving below B8, dohn
was driving below 70 mph, . }.

UIE]* = there is some interval of speed within which John’s speesl lie
(above 60 mph, below 70 mph, et¢.)

UQUD < |[E]* (if there is an interval within which John’s speed lies, then

he was driving at a particular speed, and vice versa). Susdllis licensed.

Given this reasoning, we might worry about overgeneratibnparticular, it is perhaps

surprising that the below short answer is degraded.

(182)  Who came to the party? — ??Four pecgaimetotheparty.

(183) a. |JQUD = Jz.z came to the party

b.

UIE]* = 3d. d-many people came to the party

Given that we just reasoned that (183a)(183b), it is surprising that the ellipsis in (182)

is not licensed. Furthermore, there is something slightgpgcious about cases like (180)

“Formally: 3D 4 +y.3d.d € D & John was driving atl mph.
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(degree question/interval answer); to make these felisitthere has to be a certain amount

of ‘surrounding material’. They are somewhat degradedaouiththis, as (184b) shows.

(184) A: Exactly how fast was John driving?

a. B: Above 60 mph, anyway (but | don’t know the exact speedy¥o
b. B:??Above 60 mph.

There are also other cases where it looks like our logic shialilus that QUD&IVENNess

should apply, but fragments are impossible:
(185) How fast did he eat? — *Chips.

(186) a. (JQUD =3d. he ated-fast
b. U[E]" = 3x. he ater

In (186), the two propositions created do mutually entadheather (if he ate at a partic-
ular speed, then he ate something, and vice versa); so thlkcityf of (185) is perhaps
unexpected.

My argument will be here that the reason for the infelicityttoése cases is not due to
the ellipsis condition; it is because even the full sentsraze not good as answers in these

cases, as, for example, the full clausal version of (182)vsho
(187) Who came to the party? — ??Four people came to the party.

| argue that the ellipsis condition is indeed met in cases (k82). The reason for its
infelicity is that it is not a cooperative answer to the questasked. Thevho-question
asks for identifiers — names or salient properties. Howdherdegree answer does not
address this question (in a non-technical sense) — it sigipgs a number. As such itis not
pragmatically cooperative, and (187) (and, a fortiori,A)8s infelicitous for that reason.
The inverse situation, the one in (178), is however cooperatGiving a list answer to a

degree question does not answer the question directly. Howine hearer can count the

88



number of names given, and — on the usual assumption thatesgegive full, exhaustive

answers —the hearer can infer the answer to the degreeauestiat way. The answers in
(178) are therefore felicitous; and the ellipsis condii®met, so ellipsis is also felicitous
in these cases. Notice further that if the people are sulesgigrenumerated, both the long

answer and the elliptical one are felicitous.

(188)  Who came to the party?

a. Four people came to the party — John, Bill, Sue and Mary.

b. Four people — John, Bill, Sue and Mary.

We can tell a similar story about the infelicity of cases l{k84b). Note that here, too, the

full clausal answer is degraded without ‘surrounding mater

(189) Exactly how fast was John driving?

a. B:He was driving above 60 mph, anyway (but | don’t know tkect speed,
sorry).

b. B: ??He was driving above 60 mph.

B’s answer in (189b) is willfully avoiding the ‘exactly’ peof the question, and is therefore
degraded without the kind of ‘apologetic’ material in (L89B owever, this is a matter of
pragmatics which is unrelated to the ellipsis condition.

The same sort of story applies to cases like (185). The fragimsebad, but so is the
full clause, because it isn’'t a sensible answer to the quesfuite apart from the QUD-

GIVENNess condition.

(290) a. How fast did he eat? — #Chips.

b. How fast did he eat? — #He ate chips.

In principle, then, the ellipsis condition can freely appizenever the QUDsIVENNesSSs

condition is met. However, the clause which is being elidaed to be a pragmatically
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sensible answer in the first place; and this requirementseilve to rule out cases where it
looks like QUD-GIVENNess might overgenerate.

We see, then, that adding disjunction to Reich 2007’s pregandition on ellip-
sis correctly predicts that cases of ‘mismatch’ fragmenstaers (entity/degree, exact de-

gree/degree interval, etc.), should be grammatical.

3.4.2 Quantificational fragment answers
| argue that — when combined with some assumptions aboultdreaives projected
by quantifiers — adding disjunction to the ellipsis conditi@s the further benefit of solving

the problem of quantificational answers, as below.
(191) Who left? — Every Germaeft.

In section 3.3.2.2 above, it was argued that Reich 2007'dition runs into problems with
such answers. If set union/disjunction is ‘added to botbsidf the condition, as proposed
here, then these problems are solved, and examples lik¢ &i®torrectly predicted to be
grammatical. However, showing this in detail will requireletour into the details of the
alternatives projected by quantificational phrases.

On the most immediately obvious story, adding disjunctmthe mix in fact seems to
cause new problems. We might suppose that the focus valuguErdifier likeeveryis the
set of quantifiers (192a), in which case the focus value ofjtrentificational phrase like
every Germanvill be (192b), and the focus value of the phrisé&very German] came to

the partywill be (192c).

(192)  a. [every)” ={Q[Q € Diet (et,0)}
b. [every Germaff’ = {Q(P)|Q € Dt (et.ty), P € Dy }
c. [lrevery German] left” = {Q(P)(left)|Q € Diet (etty), P € Diey }

The problem is that taking the disjunction of (192c) leads tautology. To see this, we

can look at a subset of (192c), as in (193).
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(193) {some Germans left, no Germans Jeft
Taking the disjunction of these propositions, we get thepsttion in (194):
(194) Some Germans left or no Germans left.

But (194) is clearly a tautology; it will always be true théher some Germans left or none
did. As the disjunction of a tautology with any other propiosi will result in a tautology,
then we can see that the disjunction of the propositions32¢L— which contains (193)
as a subset — will also result in a tautology. The problemas altautology does not entalil
anything (except other tautologies). So we predict thahtjfieational answers should be

impossible, as shown below.

(195)  Who left? — Every Germaeft.

a. QUD =[Who leftq] = {Mary left, Bill left, Sue left, .. }
b. JQUD =[J{Mary left, Bill left, Sue left, ..}
= Mary left or Bill left or Sue left or. ..
=dx.x left
c. Ul[[r Every German] left” = T (i.e. tautologous, as shown above)

d. U[[F Every German] left" # |JQUD

so ellipsis predicted not to be licensed.

We might say thatvhoin (195a) can range over quantifiers too, and so the unioneof th
QUD would be the same as (192c), namely a tautology. Thenahatiailment between
UQUD and|J[E]* would go through (two tautologies would entail each othelgwever,

in that case, the semantic condition would be left withowt ‘@ite’; it would not rule out
cases that we want the semantic condition to rule out. It dpukdict, for example, that

the below case should go through.

(196)  Who did John say left? — #Every Germaft (but | don’t know what John said)
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To see why, consider that the union of the QUD here whbin the QUD is allowed to
range over quantifiers — would be a tautology, as shown abdkie. union of[[r Every
German] left]” would also be a tautology. They would both entail each otthen, and
nothing would rule out cases like (196). To solve this probleve need to find a way
of characterizing the set of alternative propositions gateel by a sentence containing a
focused quantificational phrase in such a way as to make #pendtion of this set non-
tautologous.

My proposal for doing this has two parts. Firstly, we recdesithe alternatives pro-
jected by focused quantifiers. Above, | took this set of aktives to be the set of all
logically possible quantifiers, following a strict applia of the algorithm in Rooth 1985.
However, as Rooth 1985, 1992b points out, it is clear thas&tef alternatives which are
projected by a constituent cannot be the set of all alteresitbf the same type as that con-
stituent; rather, this set of alternatives must be contdituestricted. Rooth 1992b points

to sentences like the below.
(297) Mary only E read]The Recognitions

(That is, she onlyead it, she didn't understand it.) Here, the domain of altenetihas
to be restricted, because clearly not every possible oglditetween Mary an@the Recog-
nitions, other than reading it, is ruled out if (197) is true. For exdéamif Mary readThe
Recognitionsthen she also saw it; (197) is not taken to assert sometiti@the nonsen-
sical) ‘Mary only [ read] The Recognitionshe didn’t see it’. Rooth 1992b proposes that
a contextual restrictof’ restricts the domain of alternatives in (197) (to €.gead, under-

stand). In a similar example, Cohen 1999 points to the followingteace (his (26)).
(198) Mary only wearsd red] hats.

If the alternatives ta@ed here ranged over any and all properties (constants of fype),
then, as Cohen points out, (198) would be interpreted as imgémat Mary wears red hats

but does not wear big hats, lightweight hats, three-cothkats, etc. — in fact, it would be
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interpreted as meaning that redness is the only propertyvthgy’s hats have. That clearly
cannot be correct. Rather, the alternativegetbin (198) must range over colors; that is,
the domain of alternative properties is sortally restdcte

The question then arises of how the alternatives are resdricBlok & Eberle 1999
argue that examples like (198) shows that focus alterrative fundamentally drawn from
the lexicon the alternatives in cases like (198) range over words, assiply certain
restricted subdomains of the lexicon, such as (for exangall®y words. This ties in with
more recent work by Fox & Katzir 2011 in which they argue thatus alternatives are
computed with reference to syntactic structure and thecéexinot (just) by looking at
possible alternatives in the semantics. Concretely, Fox<aizir (following Katzir 2007)
propose that an item’s alternatives are all the possible items of the same seoypie
as«, and which are no morstructurally complexhana. Roughly, an items is no more
structurally complex thamv only if o can be transformed int@ via only processes of
lexical substitution and ‘reduction’ ia’s parse tree (i.e. ‘pruning’/deleting branchesin
see Katzir 2007 for the full definition of structural complg) Katzir 2007’s concern is
the calculation of alternatives relevant for scalar imgiices; the aim is to ensure thadt
is an alternative tsome(thereforesomeimplicatesnot all), but thatsome but not alis not
an alternative tsome(otherwise the above implicature would not arise). Thecstmal
complexity metric solves this problersome but not alis more structurally complex than
some and so is not an alternative. Fox & Katzir 2011 extend thishme of calculating
alternatives to focus interpretation.

If we adopt this view, then the alternatives to a quantifiee Bveryare all the quan-
tificational words in the lexicon (of equal structural coempty, that is excluding complex

quantifiers likesome but not a)l not the larger set of all logically possible quantifiers.

(199) [evenj” = {every, many, some, few, no, J..
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This move, however, is not quite enough to solve the tautotmgblem. The basic problem
is that there are still negative quantifiers in the set in {1@®ich lack existential import.
When propositions containing quantifiers lilesv Germansno Germansre disjoined with

those containing the quantifisome Germangautology again results.

(200) a. Some Germans left or no Germans left.

b. [Fz.german(z) & left(z)] V [-3x.german(x) & left(x)]

(201) a. Some Germans left or few Germans left.
b. [Fz.german(z) & left(z)] V [-3x.|z| > ¢ & student(z) & left(x)]

wherec is a contextually provided constafit.

That (200) is a tautology is obvious. To see that (201) isenbat the left disjunct is
verified by there being one or more Germans that left, andigjin disjunct is verified by
there being no Germans that lefttev Germans lefhormally communicates that some
did, but this is an implicature, not part of the truth-coratial meaning ofew.) So the two
disjuncts taken together cover every possible situatiot gs such (201) is a tautology.

To ensure that this problem does not arise, we essentialy teeensure that quantifiers
which lack existential import — negative quantifiers sucHeagor no — do not appear in
the focus alternative set of a quantifier. To accomplish thaslopt a proposal common in
the literature (see e.g. Bech 1955/1957, Jacobs 1980,a€ra®95, Rullman 1995, Penka
2011; see Penka 2012 for a recent survey article): the stiggdbkat the negative part
of these quantifiers is separate from the quantificationdl gane reason to believe that
this is true comes from verb phrase ellipsis constructi@ssJohnson 2001 points out, a
phrase which contains a negative indefinite lileecan serve as antecedent for an ellipsis

site which must contain a positive indefinite.

4SThis is the ‘cardinality’ reading diewrather than the ‘proportional’ reading (Partee 1989), batdame
point would be made by the proportional reading.
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(202) (Johnson’s (107))
| could find no solution, but Holly mightfiae-aselution/4ind-ne-selution)*

The above-cited authors argue that negative quantifieesblare not monomorphemic but
rather are the spellout of their positive counterparts mstiction with sentential negation.
There are various different proposals for how this spelisatchieved (see the references
listed above for proposals), but what is important for oupeses is the negative quantifiers
are not separately listed in the lexicon. Negative quamnifseich aso, fewhave syntax

and semantics as shown below.

(203) a. No German left.
b. [~ [vr [op @ German] {p left]]] *

C. —Jz.german(z) & left(x)

(204) a. Few Germans left.
b. [-[tp [op many Germans]p left]]]
Cc. —dux.|z| > ¢ & german(z) & left(z)

wherec is a contextually provided number.

Once we have accepted that negative quantifiers don’t hawedapendent’ existence, but
are rather versions of their positive variant when thesemiccconstruction with sentential
negation, then we have the tools to tackle the problem at.h&otlowing Fox & Katzir

2011, we can assume that the focus alternatives projectadiayd depend on the other

words in the lexicon of a given language; the alternativesadternatives to the word (not

46The interaction of negative indefinites and negative pulatems with ellipsis is discussed in great
detail in van Craenenbroeck & Temmerman 2010, TemmermaBa&Merchant 2013 (and is first discussed
in Sag 1976:157f.) Temmerman 2013a in particular argues éil@compositional view of negative quantifiers
to explain certain puzzles involving ellipsis and quantiieope.

47l am equivocating here on the precise position of negatitsclear, however, that it has to be interpreted
very high, above modal verbs for example: in casesTike company need fire no employéestts 2000),
negation scopes above the modal veeled
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just, for example, any logically possible alternative o ttame type). It then follows
that the alternatives to a quantifier likgerywill include other quantificational words like
many, some, half, mostc. Crucially, however, | argue that the alternatives mollinclude
negative quantifiers likeo or few. These are not ‘independent’ words in the lexicon, but
rather just the same words as their positive counterpdtto(ayh pronounced differently

when in construction with sentential negation). We have the below.

(205) a. [evenj)” = {every, some, many .}.

b. [every Germalf’ = {every German, some Germans, many Germans, ev-
ery American, some Americans, many Americans, every studeme stu-
dents, many students, .}..

c. [[revery German]left” = {every German left, some Germans left, many
Germans left, every American left, some Americans left, ypdmericans

left, every student left, some students left, many studeftis ..}
But now note that the disjunction of (205c) is no longer adtngy. We have the below:

(206)  U[[r every German] left” = every German left or some Germans left or many
Germans left or every American left or some Americans lefhany Americans

left or every student left or some students left or many sitslkeft or. ..

(206) is a fairly weak statement, but it is not tautologou06| is verified just in case

someone of some description left, that is, it reduces to)(#07
(207)  dz.x left

But this is exactly what we want for our ellipsis condition.

“8\ery strictly speaking, sentences likwery student lefalso lack existence entailments; the formula
‘Va.student(xz) = left(z) is verified if no students exist. However, universal quéits of this kind have
existencepresuppositionsthey presuppose that their domain is non-empty (see e.grt&s2007). That's
enough to ensure that (206) requires someone to exist im trdbe verified.
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(208) Who left? — Every Germaeft.

a. QUD =[Who leftq] = {Mary left, Bill left, Sue left, ..}
b. |JQUD =[J{Mary left, Bill left, Sue left, ..}
= Mary left or Bill left or Sue left or. ..
=dz.x left
c. UI[[r Every German] lef"” = 3z.z left (as shown above)
d. U[[r Every German] leff" < |JQUD

so ellipsis correctly predicted to be licensed.

We see then that adding disjunction to the ellipsis conditias the positive effect that it

rules in quantificational fragment answers.

3.4.3 Advantages inherited from Reich’s analysis

As QUD-GIVENNess is otherwise identical to Reich 2007’s proposal, hewat/in-
herits all the benefits which Reich’s analysis has. As a Q@Bel analysis, it predicts, for
example, that those indefinites and focused elements whithaise implicit QUDs should
be able to license ellipsis. In both of the below cases, famgde, the implicit QUD i&Vho
left?, which license the ellipsis iMary left just as the QUD which is explicitly posed by
Who leftin (208) does.

(209) a. Someone left. — Yeah, Malsft.
b. BiLL left. — No, Maryleft.

This approach also predicts the failure of embedded clamisles interrogatives to provide
the antecedents for clausal ellipsis, in much the same w&e&$h 2007’s analysis does;
the union of the QUD will only ever provide an antecedent pfion which corresponds

to the matrix clause, as shown below.
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(210) Who did John say has the key to the liquor cabinet?

a. QUD ={John said Mary has the key, John said Bill has the ke, ...
b. |JQUD = Jz. John said that has the key to the liquor cabinet

Given (210b), only the first of the two below possibilities fan elided clause will be

licensed, which is a good prediction.

(211) a. Johnsaidthat Maryhasthekeytotheliquoreabinet
b. U[(211a}" = 3z. John said that has the key to the liquor cabinet

which is in a mutual entailment relation witjQUD, therefore ellipsis li-

censed.

(212) a. Maryhasthekeytetheliquercabinet
b. U[(212a}" = Fz.z has the key to the liquor cabinet

which isnotin a mutual entailment relation wilh)QUD, therefore ellipsis

not licensed.
We also predict correctly that examples like the below dowmrk.

(213) Why did John go to the party? — #Mamgenttetheparty (and John does every-
thing Mary does)

a. QUD ={John went to the party because he likes parties, John weheto t
party because he fancies someone there, John went to tyebpaduse he
does everything Mary does, .}..

b. (JQUD =dz. John went to the party for reasen

c. U[[F Mary] went to the part)/" = 3x.x went to the party
which is not in a mutual entailment relation withQUD, therefore ellipsis

not licensed.
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So we see that QUIHVENNess, a refinement of Reich 2007’s proposal, captures a mumbe
of facts about clausal ellipsis. However, we have not yetesbthe problem of presuppo-
sition inheritance (that is, the infelicity of the exchanlydich students came to the party?
— #Bill and Mary, but they’re not studentsin the following section, | propose a way in

which presupposition inheritance can be captured in thegmtesystem.

3.4.4 Presupposition inheritance and domain restriction

Let us first note that QUDsIVENNess does not immediately predict the phenomenon
of ‘presupposition inheritance’. In fact, the situatiomisrse: as it stands, it does not seem
as if QUD-GIVENNess predictanyshort answer to constituent questions containing an NP

restrictor to be grammatical, as (214) shows.

(214)  Which students were dancing in the quad? — John and Mergdancingin
thequad.
a. QUD ={John was dancing, Mary was dancing, John and Mary were danc-
ing, Susan was dancing, J..
b. |JQUD =dzx € student.z was dancing in the quad
c. U[E]* =3x.2 was dancing in the quad
which is not in a mutual entailment relation withQUD, therefore ellipsis

not licensed.

The problem is that the existential closure in (214c) shdwade its domain restricted to
students, but nothing in the analysis so far lets us do that.
Itis well-known, however, that in general focus alternasican be restricted by context,

as already discussed in section 3.4.2. Take the below exgfiipfka 2004's (9)):

(215)  A: Did Mary talk to John and Bill?
B: Mary only talked to E Bill].
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Here, there is a reading of B’s utterance in which Mary cowdehtalked to many people,
but out of John and Bill, she only talked to Bill. That is, thieeenatives whichonly is
sensitive to are onlyJohn, Bill}, i.e. those set up by the question. The focus alternatives
projected byBill here, then, have to be contextually restricted. Rooth 1pe@ides a way
of doing this; I will not concern myself with the method viaiwh it is done here, just rely-
ing on the fact that clearly some mechanism of contextuatictien of focus alternatives
iS necessary.

However, once we agree that focus alternatives can be doatlxrestricted, then
(214) ceases to be a problem. If the focus alternatives gtexjebyJohn and Maryin the

answer can be restricted only to students, then we can dllewelow:

(216) Which students were dancing in the quad? — John and Mergdancingin

thequad.

a. QUD ={John was dancing, Mary was dancing, John and Mary were danc-
ing, Susan was dancing, .J..

b. JQUD =3z € student.z was dancing in the quad

c. [E]¥ = {John was dancing, Mary was dancing, John and Mary were danc-
ing, Susan was dancing, .J..
(focus alternatives contextually restricted to range avigr students)

d. U[E]" =3z € student.x was dancing in the quad

Here, there is mutual entailment, and so we predict ellifmssgo through just in case the
domain of alternatives whiclohn and Maryprojects is contextually restricted only to
students. This will require that John and Mary are themsedtedents. As the set of focus
alternatives tax always containgy as a member, then if the set of focus alternatives to
John and Maryonly contains students, then John and Mary must be student®ofn and
Mary must be a member of that set of focus alternatives). iBhahy the below dialogue

is incoherent.
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(217)  A: Which students were dancing in the quad?

B: #John and Mary, but they're not students.

We therefore predict ‘presupposition inheritance’ as & sffect of the strict mutual en-
tailment condition on ellipsis. The alternatives which #reswer ranges over have to be
contextually restricted so that they are identical to thasgected by the question, which
requires that the denotation of the answer has to be witl@rgtkestion: if it is not, the
ellipsis condition cannot be met.

By contrast, long (clausal) answers, or answers contawvenly phrase ellipsis, do not
have to fulfill such a condition. There is no requirement thatfocus-semantic value of
a full clausal answer be contextually restricted so thatatahes the QUD, and so, the

following dialogue is acceptable.

(218)  A: Which students were dancing in the quad?

B: John and Mary were (dancing in the quad), but they're nodestts.
A more interesting case is the contrast between the beloweass

(219) a. A:Which students were dancing in the quad?
B: The Germans were dancing in the quad.
b. A: Which students were dancing in the quad?

B: The Germans.

(219a) has a reading on which B is ‘correcting’ As presupas, and telling A that, in
fact, the correct way of characterizing the dancers in tregldsias Germans, not students.
There is also another reading of B’s utterance in which BligtgeA that the students that
were dancing in the quad were the German students. That ijsoreadingthe Germans

is being understood afie German student8 Crucially, however, the short answer in

“9There is, however, a preference for the short ansives Germango convey this meaning, and the
answer containing verb phrase ellipsihié Germans wejds better than the full clausal answer. | suspect
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(219b)only has the latter of these readings, that is, the one in wihielGermanss read as
meaningthe German student$t cannot have the ‘corrective’ reading which B’s answer in

(219a) can have. This comes out clearly in (220).

(220) Milling around in the quad are some American faculbyne American students,
some German faculty, and some German students. The Geroengt start
dancing, although the German faculty refrain.

A: Which students were dancing in the quad?

B: The Germans.

Here, B’s utterance has no false reading, one in withehGermansefers to the whole
collectivity of German students and faculty; it can only ken as referring to the German
students alone.

Why does this difference between full clausal answers aaghfient answers obtain?
To understand this, we first need to understand tltewvGermangan be read as meaning
the German studenes/en in full clausal cases like (219a). The answer comes framain
restriction It is very well known that quantificational, definite, andhet expressions con-
taining NPs must have their domains ‘restricted’ in some &&e, among many others,
Westerstahl 1985, von Fintel 1994, Stanley & Szabo 2004rti2003, Kratzer 2004, and
references cited therein). For example, in the utteranlombevery studendoes not mean

every student in the entire world. Rather, it refers onlyht® $tudents in the room.

(221) | walk into a classroom containing 30 students, all bbm are asleep. | can
report this situation later by uttering:

Every student was asleep.

this preference comes about because the full clausal answery marked if the short or VPE answers are
possible, and so may more easily give rise to a ‘correctigading (see some discussion to this effect in
Jacobson 2013). | think it is clear, though, that the longaemgs still felicitous in this scenario, i.e. the
reading of B’s answer in which B means ‘the German student&he Germans’ does exist.
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Here, the DRevery studentas to be interpreted somehowe®ry student who was in the
classroom There is considerable debate in the literature concertiagrecise mecha-
nisms by which this is done. | won't try to pick among them heederring the reader to
the references cited above for details. What is importanbtw purposes is that, in some

way, the translation of an expression likee Germansas to be not (222a), but (222%).

(222)  [the Germans

a. # r.german(z)
b. = zr.german(z) & ¢(z)

wherec is some way of contextually restricting®!

Given that, we have a way of lettitge Germande understood as denoting the German
students; let the contextual restrictobe the property of being a studédtWith this in
place, we can understand why (220) can only mean that the &estadents were dancing

in the quad. Consider the equivalence which Q@IENNess requires.

(223) a. Which students were dancing in the quad? — The Germeredancing
ntheguad.

50| am supposing thaterman here is a predicate that contains plural individuals as ae8ingular indi-
viduals in its extension, and that the iota operatapplied to a predicat® returns the maximal individual
which satisfies? (and is undefined if there is no such individual). Thatis,german(z)’ should be read as
denoting the plurality of all Germans.

SlHere,c is shown as a property, i.e. a predicate of entities. Thexdésaues with letting contextually
pick up a salient property, as discussed by Kratzer 2004gthee cases where it seems to overgenerate.
Kratzer proposes an alternative analysis in which the ctuméérestriction is actually provided by a situation
(i.e. partial world) variable provided to the NP: that[jhie Germans= .x.german(z)(s), wheres is a con-
textually salient situation. | think that either restrariivia contextually salient properties or via contextually
salient situations would work for my purposes; | stick witte tproperty-type analysis only for expository
purposes.

520r, in Kratzer’s situation-based approach, pick a situatihich contains all and only the students under
consideration.
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b. QUD =[Which students were dancing in the qupad?
= {Hans was dancing in the quad, Angela was dancing in the qaaa&s
dancing in the quad, . }.

c. |JQUD = Jz € student.z was dancing in the quad

d. [E] =[The Germans were dancing in the gfiad

e. [E]f =7

Given that the set of focus alternatives[t] must contair{E], then the set in (223) must
contain the proposition denoted Byne Germans were dancing in the quaBut we also
need the set of focus alternatives in (223e) to only contempgsitions which talk about
students, in order to ensure mutual entailment betwg@uD and| J[E]”. That is, we

want something like the below:

(224)  [E]* = {the German students were dancing in the quad, studentl wasdan
the quad, student2 was dancing in the quad, studentl+dfidene dancing in

the quad, ..}

This means that the proposition expressed by the elidedelhe Germansveredaneing
in-theguadhas to be understood as meaning ‘the German students weceglam the
qguad’. Domain restriction provides a way to do this, as show(222). That the other
focus alternatives in the set are restricted to only range students can be ensured by
the contextual restriction on focus alternatives disatisgeexample (215) We can then

derive the equivalence that QUBIENNess demands, as shown below.

53Things start getting confusing here, as | am talking abowt types of contextual restriction. One is
the restriction on the domain of a quantifier littee Germansr every studentThe other is the contextual
restriction on what focus alternatives are projected. &laes clearly related and may even be the same thing
(cf. von Fintel 1994), but | will continue to talk about therark as if they were separate.
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(225) a. Which students were dancing in the quad? — The Germeredancing

rtheguad.

b. QUD =[Which students were dancing in the qujad?
= {Hans was dancing in the quad, Angela was dancing in the qaaay&s
dancing in the quad, . }.

c. |JQUD = Jz € student.z was dancing in the quad

d. [E]* = {the German students were dancing in the quad, studentl was da
ing in the quad, student2 was dancing in the quad, studetuideist2 were
dancing in the quad, . }.

e. U[E]" = 3z € student.z was dancing in the quad

Note that crucially here, in order for there to be mutual imtnt between (225c¢) and
(225e), the phrasthe Germansas to be contextually restricted to meaning only the Ger-
man students. That is why (226) canly mean that the German students were dancing;

and it is why both examples in (227) (which parallels Jacalssexamples) is incoherent.

(226) Milling around in the quad are some American faculbyne American students,
some German faculty, and some German students. The Gerodentt start
dancing, although the German faculty refrain.

A: Which students were dancing in the quad?

B: The Germans.

(227)  A: Which students were dancing in the quad?

a. B:#The Germans, but they’re not students.

b. B:#The Germans, including the faculty.

By contrast, the full clausal answer does not need to meét gwstringent condition. As
such, in the full clausal answer, the phraise Germangan unproblematically refer to all

the Germans, including faculty.
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(228)  A: Which students were dancing in the quad?

a. B: The Germans were dancing in the quad, but they’re ndests.

b. B: The Germans were dancing in the quad, including thdtiacu

We therefore achieve the effect of ‘presupposition inla@ge’ in short answers by ensuring
that the choice of contextual domain restriction variablis Gne which makes the ellipsis
condition go through. This has the effect of only allowingwaers where the denotation of
definite DPs (likehe Germanyare restricted to the domains specified in the question; tha
is, in answer to a question lik&/hich students were dancing in the quatie answethe
Germanss interpreted only as ranging over students, not over everyvho happened to
be in the quad. Domain restriction is independently necgsaad in section 3.4 we have
seem the advantages of making the ellipsis condition depenoh the Question under
Discussion. Uniting these two ingredients has led to anwatcof the obligatory nature of
‘presupposition inheritance’ in clausal ellipsis; theuggment to be QUDGIVEN forces

a restriction in the domain of DP fragments used as shortarsswhile no such restriction
is required in full clausal answers.

In the remainder of this section, | will consider two remampissues. The first is the
issue offunctional questiongEngdahl 1986 and much subsequent work), which seem to
pose a challenge to the QUBIENNess condition. The second is the issue of whether
the Question under Discussion that the QWD£ENNess condition makes reference to has
to be the ‘immediate’ QUD; | argue that a flexibility will be eged here, and that the
condition will in fact only need to refer teomemember of the QUtack in the sense of

Roberts 2012/1996. | first turn to the matter of functionatsgfions.
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3.4.5 Functional questions

Engdahl 1986 discussésnctional questionike (229).

(229) Which paper should every professor remember?

(Every professor should remember) the paper that got hinrésh

Here, the answer given to the question does not denote disatity, but rather has been
taken to denote (the intension of) a function which mapsqs®drs into entities; here, the
function which maps professossinto papers which gat tenure. The question in (229)

can be given the denotation in (230), following e.g. Engd&d6, Heim 2012.

(230)  [Which paper should every professor remember?
= {p|3f.p = Mw.Vz.professor(z)(w) = Oremember(f(z))(z)(w)}
~ {every professor should remember the paper that got himeeauery profes-

sor should remember his first paper, }>>.
We can take the union of the above question and get the bekylegcting intensionality):

(231) | J[Which paper should every professor rememper?
= df.Va.professor(x) = Oremember(f(z))(x)

There now, however, appears to be a problem for our antecedmmdition on ellipsis.

Consider what happens in a short answer like (232), on gutieldi analysis.

(232)  Which paper should every professor remember?

Everyprofessoesshouldremember the paper that got him tenure.

54Assume, sadly contrary to actual academic practice, trepaper is sufficient to get tenure.

5The functions involved have to be ‘natural’, that is, one sdmtension is ‘graspable’ in some way (see
e.g. discussion in Chierchia 1992). Without this restictithe condition is rather weak, as there will be a
huge number of functions which map professors into entitiagglect this issue here.
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If we assume thathe paper that got him tenutis in focus here, then there appears to be
a problem. A DP likethe paper that got him tenurat least on its most obvious reading,
denotes an entity, not a function. We would therefore exjpectocus alternatives projected

by this DP to range over entities, as below.

(233) a. [the paper that got higtenurdg? = .x.x is a paper that gaf(1) tenuré®
b. [Every professarshould remember[the paper that got higtenure]”
~ {every professarshould remember the paper that g¢t) tenure, every
professor should remembeRemarks on nominalizatioevery professaqr
should remembeThe proper treatment of quantification in ordinary En-

glish, ...}°’

The union of (233b), which contains one member with a bourwhgun (which varies
according to professors) and several others with entisesrather odd disjunctive propo-

sition:

(234) | J[Every professarshould remember:the paper that got higtenure] 9"
= every professagrshould remember the paper that g6t) tenure

V dz € paper. every professqrshould remember

It is clear that (234) does not mutually entail (231). The-ooioned versions (233) and
(230) are not identical either. So neither Reich 2007’sipalyclausal ellipsis condition,
nor my amended version involving set-union, predicts thattsfunctional answers should
be felicitous. Nevertheless, they are, as (232) shows.

How can we resolve this? One way would be to assume that D&thékpaper that got

him, tenurecan in fact denote functions, in this particular case thetion from entitiesr

56See e.g. Heim & Kratzer 1998 for the treatment of indexed pums as free variables in semantics which
receive their denotation from the assignment function

57l am assuming here that the focus alternatives are contxtestricted to papers, as discussed in section
3.4.4.
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to the paper that gat tenure. This proposal is made, for example, by Jacobson 4984

Sharvit 1999, on the basis of sentences such as the below.
(235) The woman that every Englishman loves is his mother.

In sentences such as (235), the quantiéeery Englishmamloes not c-commanhis, a
pronoun which appears to be bound by it; and because it iddresrelative clausevery
Englishmancannot scope out by QR to take scope dvisreither. Neverthelessiis can
be interpreted in (235) as co-varying wighrery EnglishmanThe proposal Jacobson and
Sharvit make is that both the Dse woman that every Englishman loaexihis mother
can denote functions: the first, the function from Englishrteewomen loved by English-
men, and the second, the function from individuals to thaithmars. A sentence like (235)
expresses equality between these two functions.

| refer the reader to Jacobson 1994 and Sharvit 1999 forlgletihthe compositional
procedure which allows DPs liklhe woman that every Englishman lo\asl his mother
to be interpreted as denoting functions. Their proposalti®interpretation of (235) rely
on certain assumptions concerning the interpretation@fiqguns and/or of binding which
won't be adopted here. However, if these proposals weretadpghen the problem above
would disappear: if a DP likéhe paper that got him tenureould denote a typée, e)
function mapping individualg to papers that got tenure, then the focus value of such a
DP would range over typé:, e) functions, and there would be matching between the focus
value of a sentence likévery professor should remember the paper that got him &ama
the functional reading of a question likghich paper should every professor remember?
A fortiori, there would be mutual entailment between theomsi of the focus value of the

answer and of the questigh.

8That wouldn’t be the end of the story;ttie paper that got him tenudenoted a typée, e) function, then
interpreting the verb phrasemember the paper that got him tenwveuld require that the verlemember
be type-shifted so that it can combine with a typge) argument (rather than a typge) argument). Jacobson
1994 provides a rule of type-shifting (and binding) thatsltiés; | won't review this in detail here.
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| propose an alternative solution, one which relies on tiwi¢sural’ account of how
focus alternatives are constructed proposed by Fox & Katvir, which has already been
invoked in section 3.4.2. Suppose that the focus alteresifivojected by a phrase likiee
paper that got himtenureare not simply all those alternatives which are of entityetyp
but rather are constructed in the object language syntawe ladopt this view, then the
alternatives themselves are allowed to contain pronoumat i§, the alternatives are the set

below.

(236)  [[F the paper that got higtenure]” =
{[the paper that got hifrtenurd, [the paper that got hipfired], [the paper he
wrote firsf], [his, best papdl, [Remarks on nominalizatign[The proper treat-

ment of quantification in ordinary Engli$h. ..}

We now rely on the fact that the value of any expression of thd k[...x .. .], wherex
is a free variable, will vary with the value af That is, any such expression is a function

of z, and can be rewritten as suth:

(237) If z is a free variable, then there is some functjofiom entities to entities such

that:
w.l...x...] = f(z)

That is,[the paper that got hiptenurd? can be rewritten as a functiéfhof the value that

the assignment functiog gives tol; for example, it can be written agg(1)), if a is that

59This is very similar to, although distinct from, the methoidSkolemizing a quantified statement to
remove existential quantification from it.

60A note to forestall confusion here: this®t saying that a definite description likkee paper that got
x tenuredenotes a typée, e) function, in the way proposed by Jacobson and Sharvit. | iea@nostic on
whether interpreting definite descriptions as type:) functions is generally possible or not, but here, | am
treating the denotation of this definite description as tgpeNhat this says is that the denotation of this
definite description will vary as a function of and so we can rewrite the expression of predicate logiclwhic
translateshe paper that got tenureas an expression that contains a function whose argument is
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function which maps individuals to the paper that got tenure®! We could therefore

rewrite (236) in the following way, where, b, ¢, d, . . . are names of typé, e) functions.

(238)  [[r the paper that got higrtenure]?"" = {a(g(1)), b(g(1)),c(g(1)),d(g(1)), ...,
Remarks on nominalization, PTQ, }..
wherea = a function mapping individuals to papers that get tenure
b = a function mapping individuals to papers that get fired
¢ = a function mapping individuals to the paper that wrote first

d = a function mapping individuals to z’s best paper

Composing this focus value withvery professor should remembere get the below focus

value:

(239)  [Every professarshould remember[the paper that got him tenuiie] =
{every professqrshould remembet(g(1)), every professarshould remember
b(g(1)), every professqrshould remember(g(1)), every professgrshould re-
memberd(g(1)), ..., every professershould remembeRemarks on nominal-

ization, every professgrshould remembePTQ, ...}
Taking the union of this set results in the below disjunctbpropositions.

(240) | J[Every professarshould remember[the paper that got him tenufé}
= Jf. every professarshould remembef(g(1)) Vv 3z. every professor should
remember:
(wherex ranges over papers, arfdranges over functions whose ranges are pa-

pers)

However, we can rewrite (240) as (241), discarding the rifigjunct.

61This will be a partial function, reflecting the fact that manglividuals have not written such a paper.
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(241)  df. every professqrshould remembef(g(1))

(where f’s range only includes papers)

This is because the disjunctive statemeént ‘every professor should rememhel= every
professor should remembBemarks on nominalizaticor every professor should remem-
ber PTQor...) is subsumed by those cases ®f.‘ every professqrshould remember
f(g(1)) where f is a constant function whose output does not vary with itsigent (for
example, the function that maps every entity oRemarks on nominalizatipnThe right
disjunct in (240), then, adds nothing that's not alreadyregped by the left disjunct, and
so the right disjunct can safely be done away with.

And (241) is just what we want for the QUBIENNess condition.

(242)  [Which paper should every professor rememfyes?
{p|3f.p = every professqrshould remembef(g(1))}

(where f’s range only includes papers)

(243) | J[Which paper should every professor rememfyer?
3f. every professarshould remembef(g(1))

(where f’s range only includes papers)

(244) a. Which paper should every professemember? —Everyprofessershould
remember the paper that got hitenure.

b. |JQUD =(243) =3f. every professqrshould remembef(g(1))
c. U[E]" = (241) =3f. every professarshould remembef(g(1))

There is mutual entailment between (244b) and (244c), aerethre fragment answers to
functional questions are predicted to be felicitous, agees
The story does not quite end here: the above procedure eelphie definite description

in the fragment to contain a pronoun in it (in order to allowoitbe rewritten as the result
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of applying a function to that pronoun). However, some casésnctional answers do not

seem to need such a pronoun:

(245) A: To each boy, | assigned a (different) paper by Chaonaskl a (different) paper
by Montague. Which paper that | assigned did every boy fincherd?
B: The paper by Montague.

Here,the paper by Montagushould vary with the boys, i.e. should be a function of the
variable quantified over bgvery boy Unfortunately, there is no overt pronoun insitie
paper by Montagughich would allow us to rewrite this definite description afsiaction
of the value given to that pronoun.

Fully understanding these cases will depend on understgiadw the full clauseHv-
ery boy found the paper by Montague too heatso show the effect where the papers can
co-vary with the boys despite there being no obvious way irclwbvery boycan bind a
variable inside the definite description (as there is ncatdeithere); i.e. this is not an issue
which is specific to the elliptical case. As such, | put thesses aside hefé. However,
it seems as if functional fragment answers present no roakllib an analysis of clausal
ellipsis in terms of QUDsIVENNesS.

Having considered the issue of functional short answersw turn to another issue:
the antecedence condition proposed here does not seem ¢ty rteeget theimmediate
Question under Discussion. In the next section, | arguettigatondition has to have the

flexibility to target non-immediate QUDs.

62Such cases are obviously related to donkey-sentences@uodrifect analysis of definite descriptions/E-
type pronounsEvery farmer who owns a donkey beats it/the dopk&lis is far too big a topic to address
here, but we could for example adopt the approach of EIba2008, in which sentences lilevery boy found
the paper by Montague too hawabuld invoke quantification over boy-situation pairs; tledidite description
the paper by Montagueould contain a covert situation pronoun, and so could b&uated with respect to
each different boy-situation, allowing for papers to vaighvboys. Whether this interacts in any significant
way with the proposals | have put forward for clausal elkgsia topic | have to set aside here.
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3.4.6 The QUD stack

Consider examples like the belSWw.

(246) Teacher: What's the capital of Australia? Canberi@yaney?
Students: [silence]

Teacher: OK, well, who thinks Canberra?

(247)  A: What'’s the capital of Israel?
B: There are various opinions on that.
A: OK, well, who thinks Jerusalem is the capital of Israeldavho thinks Tel
Aviv is?

B: The US Senate thinks Jerusalem. The US State Departmeks tfel Aviv.

In (246), the ellipsis ixistheeapitalofAustralia. But the immediate QUD is not ‘what is

the capital of Australia?’ but rather ‘who thinks Canbesdhe capital of Australia?’, i.e.
the immediate QUD is the one that the teacher is asking. Whatrsigggest that the ellipsis
condition makes reference to the QUD that was immediaterbefe elliptical utterance
was made, but we will see in section 3.8 that we will not wamhtke this move: the QUD
which the elliptical sentence brings into existence shaléh be one which the ellipsis
condition itself can make reference to. In any case, evee iflid make this move, the case
in (247) would not be handled. In B’s last reply, the elideabdle is<istheecapitalofsrael.
But the immediate QUD is not ‘what is the capital of IsraelatRer, the immediate QUD
is a rather complex, ‘conjoined’ question ‘who thinks Jatem is the capital of Israel
and who thinks Tel Aviv is the capital of Israel’. The source the ellipsis is one of the
foregoing questions, not the immediate one.

We might wonder at this point if we have discovered that thips$ condition does

not make reference to the QUD at all: perhaps it simply tr@$otateany preceding

63These examples show that fragments can be embedded undds hkeethink. Chapter 5 contains
detailed discussion of this phenomenon.
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expression of question type in the discourse which it camiaglaoric to. The (immediate)
QUD would be one such possibility, but so too would exphcékpressed questions (such
as ‘What's the capital of Israel?’ in (247) or ‘What's the @apof Australia?’ in (246)).
However, | think there is evidence to suggest that we reaiptwhe ellipsis condition to
make reference only to the QUD, and not merely any anteced&nh denotes a question.
Evidence for this comes from examples which are similar esédiscussed by AnderBois
2010; questions which are introduced in parentheticale@iabe antecedents for clausal

ellipsis in fragment answers.

(248)  A: 1 wonder who wrote this nasty letter.

a. B:Wellldon’t know, but John thinks Bill digkite-thisrastyletter.
b. B: Well I don’'t know, but John thinks Bilkwetethishastyletter.

(249) a. John, who is wondering who wrote this nasty lettenks Bill didwitethis
pastyletter.

b. *John, who is wondering who wrote this nasty lettigrinks Bill wrote-this
nastyletter.

If a question is introduced explicitly as in (248), both vpHrase ellipsis and clausal ellipsis
are possible, as (248a, b) shétHowever, if the question is introduced in a parenthetical,
as in (249), verb phrase ellipsis (249a) is possible — buisakellipsis (249b) is not. This
would not be explicable on an analysis in which clausal siigimply went looking for
some guestion-denoting constituent to serve as antecdgatiier, | think what the failure
of examples like (249b) tells us is that parentheticals daaffect the QUD (in AnderBois

2010’s terms, they do not ‘raise issue®)As such, clausal ellipsis cannot use questions

54For some speakers, (248b) might be somewhat marginal, secdthe embedding of a fragment under
think. Such cases of embedding are discussed in much more dethdjrter 5. However, | think the contrast
between (248b) and (249b) is very clear.

%5t's not the case that parentheticals can never providecadamts for anaphora in general. The verb
phrase ellipsis cases show us this, as do examples like (i).
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introduced in parentheticals as antecedent, but mustrratilg use questions which are
part of the QUD.

We need to adjust the ellipsis condition to be able to looloatimmediate QUDs. For
this | propose to use the technology of the Question undendsorstack as implemented
by Roberts 2012/1996: ‘the ordered set of all as-yet unarexiMeut answerable, accepted
questions’ (p. 15§° Informally (see Roberts 2012/1996 for the formal implenagion),
every time a question is asked, it is placed on top of a ‘sta8k’ questions are resolved,
they are removed from the top of the stack. So, for examptegielow discourse (adapted
from Roberts 2012/1996'9Y;)), each question as it is raised goes on top of the stack, and

it is the topmost question on the stack which must be resolved

(250) Who ate what?

a. What did Hilary eat?
(i) Did Hilary eat bagels?
(i) Did Hilary eat tofu?

b. What did Robin eat?
(i) Did Robin eat bagels?
(i) Did Robin eat tofu?

The relation between a question which is licitly placed gndabthe stack and the questions
which are already on the stack is detailed by Roberts 2098/(&early there must be some
relation: we cannot move frovho ate what?o, e.g.,What’s the capital of Australia?

without resolving the first question). For our purposes, ae ely on the notion that a

0] John, who rode a camehce, gave iain apple.

Rather, the failure of parentheticals to support clausiglisis seems to be linked to its inability to raise a new
QUD (modulo the discussion in Collins et al. 2014).

56Roberts uses the term QUD for this entire stack, using the ienmediate question under discussion’
for the question at the top of the stack. | will sometimes xenih this terminology.
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stack exists, and that an acceptable discourse move hagresadhe question at the top of
this stack (not questions in the ‘middle’, for example).

Having the notion of a QUD stack, we can adjust our ellipsisdition so that it makes
reference to any question which is on that stack, not mehglyrhmediate question under

discussion. This reformulation is presented in (251).

(251) QUD-GIVENNess (final version)

A clause E is QUDsIVEN iff there exists a questio on the QUD stack such

thatl JQ < U[E]".

Here, a clause can be elided as long as the union of its fodus wautually entails the
union of some unresolved question (not necessarily the olfateone). This allows us to

handle cases like (252), repeated from (247).

(252) A: What's the capital of Israel?
B: There are various opinions on that.
A: OK, well, who thinks Jerusalem is the capital of Israeldavho thinks Tel
Aviv is?

B: The US Senate thinks Jerusalem. The US State Departnieks tfel Aviv.

The QUD stack here (where rightmost position in the tuplecaigs being on top of the
stack) is(‘what’s the capital of Israel’, ‘who thinks Jerusalem is tepital of Israel and
who thinks Tel Aviv is}.%” The ellipsis in B’s second utterancexss the capitatofisrael.
This isn’t provided by the immediate question under disitugdut there is an unresolved
guestion on the stack which does provide it. As such, thpsdlicondition in (251) goes
through: there is & on the QUD-stack such th&f @ (i.e. 3x.z is the capital of Israel)

< J[E]* (i.e. 3z.z is the capital of Israel).

67) will not try here to disentangle the second question intp@mponent parts it may have.
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Note that independent considerations on discourse retiitehe topmost question(s)
on the stack be the ones that are actuatlgressedy a discourse move, and indeed the
answer B gives in (252) answers the immediate QUD, althohglelipsis is anaphoric to
a question lower on the QUD stack. B cannot answer the noneuiiate question under

discussion.

(253)  A: What'’s the capital of Israel?
B: There are various opinions on that.
A: OK, well, who thinks Jerusalem is the capital of Israelgdavho thinks Tel
Aviv is?
B: #Tel Aviv.

B’: #Tel Aviv is the capital of Israel.

The response B gives in (253) is infelicitous, but this ishivag to do with ellipsis; it
is infelicitous because it doesn’t address the immediat®QWbte that the full clausal

answer, given as B’, is also infelicitous.

3.4.7 Interim summary

In this section, | have argued for a QUD-based condition augdl ellipsis, QUD-
GIVENnNess, which is very similar to the condition proposed by R2@07, but which ‘im-
ports’ the benefit of existential quantification which Mesah 2001, 2004’s &IVENNesSs
has. | have argued that such a condition correctly predestsisvity to the QUD, as well
as explaining the goodness of ‘mismatch’ answers. In theaeter of this chapter, |
will discuss some other predictions made by a Q@IENness account, and to what ex-
tent the clausal ellipsis condition will have to make refee to the syntactic properties
of an antecedent. | will also exploring what the ramificaiai such an account are for
antecedentless fragments, and for sluicing. 1 first turnoimes additional support for a

QUD-based theory of clausal ellipsis drawn from the pragesaif discourse.
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3.5 Manipulating the QUD

| have argued that the clausal ellipsis condition shouldupelamentally based on the
Question under Discussion. Such a condition suggests ldnadal ellipsis should be sen-
sitive to manipulations of the Question under Discussiombgriocutors. In this section |
aim to show that this is a welcome prediction.

One argument | have made above for a QUD-based conditiorenisal ellipsis is that
short/fragment answers must ‘directly’ answer the quegtiat is posed. That is, while the

full answer in (254a) is acceptable, the short answer inlf2s4unacceptable.

(254) (repeated from (125))
Which Bronté sister wrote ‘Emma’?
a. JANE AUSTENwrote ‘Emma’, you fool.

b. #XANE AUSTEN, you fool.

| have argued that the reason (254b) is infelicitous is beedlne QUD&IVENNess con-

dition requires that the focus closure of the elided clawee lshould mutually entail the
union of the QUD. In this case, it does not, as shown in (25BMaeT he focus value of the
elided clause must contain the proposition ‘Jane AustemedEmma’, but this proposition

will not be a member of the QUD. As such, QU&vENNness will not be satisfied.

(255)  Which Bronté sister wrote ‘Emma’? — Jane AustepteEmma.

a. QUD ={Charlotte wrote ‘Emma’, Emily wrote ‘Emma’, Anne wrote ‘Ena’}
b. |JQUD = 3z € bronteSister.z wrote Emma

c. [E]* ={Jane Austen wrote ‘Emma’, Charlotte Bronté wrote ‘Emma’}.

However, the failure of QUDsIVENNess to go through here is predicated on the fact that
the Question under Discussion contains a restriction tmt@rsisters. But Questions under

Discussion can rapidly change as a dialogue evolves. Deehility to elide a clause track
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this change? | argue that it does. Firstly, clearly an exgiltange in the QUD can license

a fragment answer, which is not surprising.

(256) A: Which Bronté sister wrote ‘Emma’?
B: No Bronté sister wrote ‘Emma’, you idiot.
A: Oh! Well who did, then?

B: Jane Austen.
But now note also the improvement of a short answer in cakesHe below.

(257)  A: Which Bronté sister wrote ‘Emma’?
B: No Bronté sister wrote ‘Emma’, you idiot.
A: Oh! Um, well. . .[raises eyebrows hopefully]

B: [sighs] Jane Austen.

Here, | argue that A's response to B has the function of inithlichanging the QUD,
removing the restriction to only Bronté sisters (which B bald A is an inaccurate presup-
position), and changing the QUD to be something Witko wrote ‘Emma’?The following
dialogue (suggested to me by Lyn Frazier), in which a thirdager is involved, is also

reported to improve the acceptability of the short answer.

(258) [Context: A and B are talking, C is minding her own besisiin the corner.]
A: Which Bronté sister wrote ‘Emma’?
B: No Bronté sister wrote ‘Emma’, you idiot.

C: Jane Austen.

The judgments here are quite delicate. For example, onetraigiect (259) to be good,
but to my ear it seems quite degraded, although | have celdesxtme varying judgments

on this point.
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(259) A: Which Bronté sister wrote ‘Emma’?

B: No Bronté sister wrote ‘Emma’, you idiot — Jane Austen.

One might expect that the resporidée Brone sister wrote ‘Emma’'which completely an-
swers the immediate QUD, might instantly ‘change’ the QUDNtho wrote ‘Emma’ but
this does not quite seem to happen, and rather some sorttod fexsiness’, as with As
responses and eyebrow-raising in (257), seems to be negdsmgue, however, that these
cases of delicate judgments and inter-speaker variatippastithe case that the clausal
ellipsis condition is based on the Question under Discuassidhe Question under Discus-
sion is a fundamentally pragmatic notion, constructed stalirse rather than being part
of the ‘grammar’ per se, then we might expect that speakeegtions to cases like (257),
(258), (259) would differ depending on, for example, theeaagh which they ‘accommo-
date’ changes in the discour&e.

| will not try to give a deep theory of the relevant pragmasictbrs that might contribute
to this here, as that would be well beyond the scope of theediation. However | will note
one possible parallel which has been drawn to my attenti@anbd&a Partee has suggested
to me that cases like (259) might be analogous to the famonsast in (260), cited in

Heim 1982 and originally due to Partee:

(260) a. |dropped ten marbles and found all of them, excaparie. It is probably
under the sofa.
b. | dropped ten marbles and only found nine of them. ?It ibabty under

the sofa.

The referent foit in (260b) ‘should’ be obvious — the missing marble — and yetehs
difficulty in understandingt as referring to that object. If there isn’t a directly intrmed

linguistic referent for the pronoun to refer to, as theraig260a), it seems that the gram-

8This might account for the small population of English sgaak have encountered who in fact accept
exchanges lik&Vhich Broné sister wrote ‘Emma’? — Jane Austen, you fool
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mar just won't let us use pragmatics ‘right away’ to estdblighat the salient referent is.

However, as with the short answer cases, manipulating thiexbcan improve matters:

(261) Mom: What's wrong?
Child: 1 dropped ten of my marbles, but I've only been able mal finine of them.
Can you help me look?

Mom: OK, let me see if | can help you find it

Here, | feel thatt, although it still doesn’t have a linguistic referent, cather more easily
be understood as referring to the missing marble. Shortenssseem to behave similarly
to pronouns without explicit antecedents; just like suabnpuns, short answers also ap-
parently cannot be used ‘right away’, even if the nature efchanged QUD ‘should’ be
obvious, without a certain amount of signaling (perhapgyfainplicit, as in (257)) that the
discourse’s QUD has changed.

While the methods discussed above of manipulating the Qlébhde be fairly variable
and unreliable, there are however certain other methodsaoipulating a QUD short of
simply asking an explicit question. These methods are fillyuistic (that is, they don’t
rely on any extra-linguistic means like raising eyebrowtherlike) and also reliably change
the QUD (that is, the judgments are generally reported asdouDne such method is to
use contrastive topic marking, realized as a rise-fali-asntour (or B-accent, Jackendoff
1972)%° Contrastive topic marking can be situ as in (262a); or it can co-occur with
fronting as in (262b); or the contrastive topic can be intwel by an ‘as for’ adjunct
and resumed by a pronoun, as in (262c). (I mark contrastpie/ttse-fall-rise contour/B-

accent withot and focus marking/pitch accent/A-accent with

(262) To whom did he give the books? — Well, | don’t know abd& books, but. . .

a. ...he gavedr the flowers] E to Mary].

89For further discussion of contrastive topics and theirtietato the Question under Discussion, see e.g.
Roberts 2012/1996, Biring 2003.
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b. ...[cr the flowers], he gave {[to Mary].

c. ...as for Erthe flowers], he gavef them] [ to Mary].

In all of these cases the contrastive topic accent has the s#iect. The initial question is

To whom did he give the booksPhe responder signals that she doesn’t know the answer
to that question. However, she is in a position to (part)adgswer a different question,
namelywhat did he give to whomThe questionvhat did he give to whois a ‘superques-
tion’ of to whom did he give the bogka Roberts 2012/1996's termi® Contrastive topics,
then, have the ability to ‘shift’ the QUD ‘upwards’ to a sugeestion’! Given this, the
obvious question for our purposes is to ask if using cortrasbpics allows for a change

in which clauses can be elided. The answer is that it #€&snsider the below dialogues.

(263)  What kind of beer does John like to drink?

a. He likes to drink cabernet sauvignon. He doesn't like beer

b. #Cabernet sauvignon. He doesn't like beer.

(264) What kind of beer does John like to drink?

a. | don't know about beer, but as fog[ wine], he likes to drink cabernet
sauvignon.

b. 1don’t know about beer, but as fog] wine], cabernet sauvignon.

In (263), the full clausal answer in (a) allows for the ‘catien’ of the presupposition
that John has a particular kind of beer that he likes, but thgnient answer in (b) does

not allow this possibility. This is another instance of ‘pupposition inheritance’ and is

OA questionQ is a superquestion @@’ iff a complete answer t@ also provides a complete answera
In this case, completely answerikighat did he give to whom®ould provide an answer t6o whom did he
give the books?

"IFor details of how specifically this is done, see e.g. Rol®81/1996, Biiring 2003, Constant 2012a. |
will not presuppose any specific implementation here, nglyust on the fact that contrastive topics do seem
to have this ability to manipulate the QUD.

?See also Servidio 2013 for a similar proposal concernirgnfient answers in Spanish.
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consistent with the QUD-based theory of clausal ellipdi® question is about beer, so
an answer containing ellipsis should also be about Be€ull answers do not have this
requirement.

However, if the answer contains a contrastive topic, as @4)2the fragment answer
in (b) is much more felicitous. | argue that this is becauseube of the contrastive topic
is a means of explicitly changing the Question under Disons#s such, the QUD-based
account should predict that clausal ellipsis should nowMadlable, and indeed it is.

We can examine other explicit means of changing the Questidier Discussion, and

see that they also have the same effect on the felicity ot simswers:

(265) What kind of beer do you like?

a. #Cabernet sauvignon.

b. I'd rather talk about wine. Cabernet sauvignon.

c. You know | don't like beer. If you actually meant to ask meoabwine,
then cabernet sauvignon.

d. Pilsner; and as for wine, cabernet sauvignon.

We can see that the QUD-based theory of clausal ellipsisicagpthe fact that if the QUD
is explicitly changed, by means of contrastive topic magliior example, then the possi-
bilities for clausal ellipsis also change. This adds to tingp®rt for the QUDs&IVENNess

condition proposed here. Further support for a QUD-basearyhof clausal ellipsis comes

from the availability of antecedentless fragments, whiobw discuss.

3|t might be noted that (i) is somewhat better, although détjraded.

0] What kind of beer does John like to drink?
He doesn't like beer. ??Cabernet sauvignon.

To the extent that (i) is an improvement over (263b), we cattetstand this in pragmatic/discourse terms:
putting he doesn't like beefirst allows for a ‘change’ in the QUD, which is not signaled (a63b). This
contrast can be seen as further evidence for a QUD-basedioorfdr clausal ellipsis.
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3.6 Antecedentless fragments
As discussed in section 2.4.4, fragments can be utteredwitny explicit antecedent.
| repeat some exemplar cases below, firstly from Robert @taswork (repeated from

(33)), and secondly from Merchant 2004 (repeated from (34))

(266) a. [On getting into a taxi.]

(To) the train station, please.

b. [A & B are at a linguistics workshop. There is an empty chainods at it
and raises his eyebrows at B. B says:]
An editor of Natural Language Semantics.

c. [A child spooning out jam at the breakfast table.] Chunkstawberries.

d. [The child in (c)'s mother replying.] Rob’s mom.

e. [On hearing a strange sound.] Ting-gyin the song of mourning.

f.  [Admonishment to a child holding a bowl of soup insecusieBoth hands!

(267) a. Abby and Ben are at a party. Abby sees an unfamiliar with Beth, a
mutual friend of theirs, and turns to Ben with a puzzled lookher face.
Ben says:
“Some guy she met at the park.”

b. Abby and Ben are arguing about the origins of products ieva store on
their block, with Ben maintaining that the store carriesyog@erman prod-
ucts. To settle their debate, they walk into the store tagretBen picks up
a lamp at random, upends it, examines the label (which readgpenwelt
GmbH, Stuttgait holds the lamp out towards Abby, and proudly proclaims
to her:

“From Germany! See, | told you!”
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These are the kinds of example which motivate Stainton&rment of these cases as non-
elliptical, and rather being ‘independent’ fragments wieceive a propositional interpre-

tation via combining with a Mentalese property, rather tebted linguistic material.

3.6.1 ‘Restricted ellipsis’ under e-GVEN ness

Merchant 2004 is aware of the problem, and attempts to dehlitldy suggesting that
for an expression to be @ VEN, it is not required that there be a linguistic antecedent. (p
724: ‘The linguistic form of the deleted material need nopbesent in the discourse: an
entity or action brought to perceptual salience is enoygherchant argues that, in almost
all cases, phrases likedo it it/that is x, there isz, and the like, will be esIVEN in this
sense; they refer to such general concepts of action, egssteleictic reference, and the
like that the salience of almost any entity or action wilklnse the entailment relation that
e-GIVENNess requires. Given this, any ellipsis site can contaip \gemeral’ phrases such
asr doitorthatisz. Thatis, cases like (268) are analyzed as the ellipses sH&s1i268c¢)
shows, Merchant intends this to be an explanation for sledaixophoric (antecedentless)
VP ellipsis (Hankamer & Sag 1976, Schachter 1977, Pullun®2Blller & Pullum 2013),

as well as fragment cases.)

(268) a. (i) From Germany!
(i) H+s from Germany!
b. (i) Some guy she met at the party.
(i)  Fhatis some guy she met at the party.
c. (i) [Johnis aboutto hack his own hand off with a meat cle@ve
Mary: Don't!
(i) Don't deit!

More recently, van Craenenbroeck 2013a has made a simdpogal, arguing that ellip-
sis sites can include lexical material which is not presarthe antecedent but which is

‘generally available’ to speakers (e.g. pronouns iikéhat, the copula, the vertlo, etc.).
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| believe there are a number of problems with this line of axgat, however. The first
problem is that there are some cases in which clauses witktesmeely ‘general’ meaning
of existence, action, or deictic referentgg =, x do it, there isx etc.) don’t look like they

have the right meanings.

(269) [On getting into a taxi.]
To the train station, please.
a. Take me to the train station, please.
b. ??It’s to the train station, please.

c. #Do itto the train station, please.

In (269), the only appropriate elided clause seems to be thomgelike take me tox.
Merchant suggests that contexts like this might make daliescript’ (in the sense of
Schank & Abelson 1977) which provides the antecedent. Almomgy of framing the in-
tuition is that everyone knows how dialogues in taxis aremhéago. People know, for
example, that on getting into a taxi, one says somethingTigée me to the train station
It is in ‘scripts’ of this sort — which are presumably lingticsilly represented in memofy

— that the antecedent for the elided clateee me tor is made available. Cases like (270)

are treated similarly.

(270) (originally from Stanley 2000)

A thirsty man approaches a vendor on the street and uttertgr\Wa

"“Merchant suggests that the scripts ‘make salient’ ceriagulstic representations, but does not state
whether he understands the scripts themselves to be Itigoigects, or are rather something more like our
conception of the ‘normal course of events’. It seems to raedh Merchant'’s view, the elided clause would
genuinely have to look for syntacticantecedent in this script (because syntactic phrase nsaakethe only
things that can be eiVEN; see below). | would note that my intuition is that, to theemttthat | have a
‘script’ in my head for getting into a taxi, it itsetfontains clausal ellipsig¢i.e. the script looks something
like Where to? — The X, pleasavhich would be question-begging here.
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Here, Merchant argues, the ‘script’ in a speaker’s head toatvwappens between a cus-
tomer and a vendor provides the relevant elided clagse mex. Other utterances such
ascoffee, pleasto a waiter are treated similarly.

However, there are parallel cases of fragments which dolaasjbly have this sort of

‘script’.

(271) [Richard 11l on the battlefield.]

A horse! A horsel

a. |want/need a horse!
b. Give me a horse!
Cc. #lt's a horse!

d. #Doitto a horse!

(272) My kingdom for a horse!

a. | will exchange my kingdom for a horse!
b. #It's my kingdom for a horse!

c. *Do it (to) my kingdom for a horse!

Every English speaker, on hearing this segmerRichard Ill, understands the meanings
of the fragments in (271), (272). But we surely do not have atalescript, constructed
from our day-to-day experiences and represented lingaitiin memory, concerning
what horseless kings are likely to say on battlefields. Totkata situation like Richard
lII'sin (271), (272) is scripte@® would be to make the notion of ‘script’ a very weak one. It
seems as if no ‘script’ can providevantz, give mer, orl will exchangeX here. But these

sentences are also (presumably) natieeN in the same way asis or do it are argued to

"SApart, of course, from the literal sense in which Shakespsaripted these lines. The point is that even
if a hearer is unfamiliar with that script, they still undeensd the propositional content of the fragments in
(271), (272) on first hearing them.
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be; ‘wanting’, ‘giving’, ‘exchanging’ are much more specifiotions that simply ‘action’,
‘existence’, etc.

So not all fragments seem to be amenable to the ‘limitedsdligtrategy which Mer-
chant suggests. There is also a more fundamental problemthat application of e-
GIVENnNess to antecedentless ellipsis. Merchant argues thatiad elause can be@rEN
by dint of standing in a relation with a particulsemanticobject (the salient actions or en-
tities referred to above), rather than standing in a refatiith a linguistic antecedent. That
conclusion does seem to be required by the existence ofetdrtiess fragments, if an
elliptical analysis based on@®VENNess is maintained. But this does not seem to me to be

an accurate conclusion, given the below definition cfieeNness.

(273)  An expression E is e+VEN iff there is an antecedent A such that F-clo(#&)

F-clo(E).

The question here is whether A has to be overtly linguistiform, or if, rather, some
semantic object — perhaps made salient by the context, blihgaistically overt — can be
the antecedent A in the definition in (273). The answer is thaén the above definition, A
must be an overt linguistic object, and more specifically raagtic object. The operation
of focus-closure (F-clo) is one that takes an object comgifiocus marks and returns
a semantic expression with all the focus-marked constituesplaced with variables and
existentially closed. But only syntactic phrase markeeglae type of thing that can contain
focus marks. Semantic objects such as propositions — sgiessible worlds — do not.
As such, semantic model-theoretic objects cannot undemgasfclosure; the operation of

focus closure is simply not defined over such objégts.

"60ne could attempt to define an operation which could take $pitactic objects containing focus marks,
and semantic objects like propositions, as input. But tliald/be a strange operation; | am not aware of any
operation having been proposed in the literature whichfindd over such different types of objects as both
syntactic phrase markers and propositions.
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The conclusion is that, while etvENNness is not a ‘syntactic’ condition on ellipsis
as that phrase is normally understood in the ellipsis liteea— i.e. it does not enforce
a requirement of ‘isomorphism’ between two phrase markarsnake reference to their
geometric or lexical properties in any way — it is nevertesleundamentally dependent
on syntax, in as much as a phrase can only lmvweEN by virtue of a relation with an
antecedent syntactic object.

There are two ways of reconciling this fact abousieENness with the availability
of antecedentless ellipses. One possible route would baytahsit in fact syntactic an-
tecedentsre made available, even if unspoken. One could perhaps imalgeescripts’
as playing this role; and Merchant 2004:724 suggests thratonld imagine that certain
salient entities or actions might prompt LFs (that is, sgtitastructures) describing those
events or actions to arise in the mind of a speaker. It is th&sgpresumably along with
focus marking) which could be the antecedent in tf@\e=Nness relation.

Merchant says, however, that he isn't prepared to defendgbemption that LFs can
arise in speakers’ minds in such a way. | am not prepared tndéef either, not because |
necessarily believe it not to be true, but because it is bééyloescope of this dissertation to
investigate and defend it. | propose instead to take amaltiee path: change the definition
of e-GIVENNess so that the antecedent need not be a syntactic objests That QUD-
GIVENNess does. In QUBIVENNeSS, the antecedent is the union of the Question under
Discussion. This is an object which is entirely construaethe level of discourse; syntax
is not involved at any point. As such, itis in principle equég to deal with antecedentless
cases of ellipsis; no linguistic antecedent is required.

We have already seen that an approach based on the Questieniscussion has
independent support — for example, it explains why certaibedded clauses apparently
cannot be antecedents for clausal ellipsis, as we saw ilmee&t. As such, | believe that
changing the definition of the ellipsis condition such tln&t televant antecedent is a purely

semantic object((JQUD) is preferable to making the claim that LFs can be prouchpoe
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arise in the minds of speakers, and these LFs are the relaméetedent for the ellip-
sis condition. As stated above, | do not necessarily beliegdatter to be an impossible
conclusion. Rather, | argue that on grounds of parsimomypteferable to base the ellip-
sis condition entirely on the Question under Discussiorhfirst place, ‘bypassing’ the
guestion of whether antecedent LFs can arise in the mindseafkers on the basis only of

salient entities or events.

3.6.2 Antecedentless fragments and implicit QUDs

Having established an antecedence condition which is basate Question under
Discussion, a discourse object rather than a semantic ameaw see if it is equipped to
handle antecedentless fragments. | argue that it is, asdemge allow the Question under
Discussion in a given scenario to be implicit, and accomrtextiay a hearer on the basis
of context, as suggested by Stanley 2000. The ‘taxi drivasecis an obvious starting
point. The Question under Discussion when one gets intoiagaan if no-one has said
anything, is unlikely to be anything other the¢here should the taxi goGiven this QUD,
the fragment answer in (274) can be understood as elidinguselwhich corresponds to a
phrase which is QUDsIVEN. The only candidate for such a phrasehe taxi should go

to z, and that is how the elided clause is understood.

(274)  Thetaxishouldgo to [ the train station], pleasé.
a. QUD (implicit) = Where should the taxi go?
= {the taxi should go to the train station, the taxi should gdodity hall,
the taxi should go to the airport.} .
b. JQUD = Jz. the taxi should go ta
c. UIE]" = 3. the taxi should go to
d. JQUD < J[E]*, therefore ellipsis is licensed.

"7l assume thab here is pronounced, not because it itself is F-marked, &uxe a process of movement
pied-pipes it to a position outside the ellipsis site; thik e discussed in more detail in section 4.4.
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On this analysis, there is syntax in these antecedentlegsénts; it just doesn’t have any
syntactic antecedent. Recall that we have positive eveleardhe presence of structure in
these antecedentless fragments, in the form of Case-mgteffects; even in antecedent-
less fragments, remnants appear showing the morpholazasal that they would bear if

they were in full structures, as shown below (repeated fré2), (93), (94) respectively).

(275) a. (Enankafe (parakalo)!

a coffeeAcc please
‘(A) coffee (please)!” (in a Greek café)

b. Vody (pozhalujsta)!

waterGeN please
‘Water (please!)’ (in a Russian café)

c. Dvumja rukami!

two.INSTR handsINSTR
‘Both hands! (warning a Russian child to be careful withitHgow! of

soup)
(276) a. Ferte mou(enan)kafe (parakalo)!
bringiMP me a coffeeacc please

Bring me (a) coffee (please)V’
b. Dajte mnevody (pozhalujsta)!

givelMP me waterGEN please
‘Give me (some) water (please)V’

c. Pol'zujsjadvumja rukami!
use two.INSTR handsINSTR
‘Use both hands!”
(277) a. *Kafes (parakalo)!
coffeeNOM please
b. *Voda (pozhalujsta)!

waterNoMm please
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c. *Dve ruki!

two.NOM/ACC handsGEN

| propose that, in these antecedentless cases, the seruathin the ellipsis site is provided
on the basis of the QUHVENNess condition. In a case with a very ‘obvious’ QUD, such
as the taxi driver or café scenarid¥/liere should the taxi go&ndWhat should the waiter
bring you?) respectively), these meanings are used to ‘fill in’ thediisgjc structure in the
ellipsis site.

Some worries immediately arise from this proposal, whichllitake in turn.

3.6.3 Whence the QUD?

The first worry is that there are some cases where the QUD islnabus’ in the same
way as it is in the taxi driver or café scenarios. This is iseg&e the same criticism as was
made of Merchant 2004’s ‘script’ proposal, and we can usedmee example to illustrate

it, repeated from (271).

(278) [Richard 11l on the battlefield.]

A horse! A horsel!

Here, the elliptical clause seems to be somethinglliw@ant = or give mez. | objected
to Merchant’s proposal for how to handle these cases byragghat there was no ‘script’
for cases like a de-horsed king on a battlefield. But is my gsapnot subject to the same
objection here? | believe it is not. The Question under Dismn is a much more flexible,
pragmatically constructed object than the notion of a fdtrin particular, | believe that it
can be easillaccommodatedly the hearer, on the basis of the evidence provided both by
the use of ellipsis itself and by the discourse context.

| propose that this process of accommodation proceedshike\tVe know that clausal
ellipsis requires QUDsIVENNess. We therefore infer from an utterance like (278) thag ki

Richard is answeringomeQuestion under Discussion with ‘A horse.’ In cases like (278
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there are only a small number of issues which Richard Il dqdssibly be addressing.
In the context (a de-horsed, about-to-be-attacked, king battlefield), the most likely
Question under Discussion with the answer ‘a horse’ is thestion of what King Richard
desires. That is, the QUD What does King Richard want®n the basis of this QUD, we
infer that the structure of the ellipsis site is likely to lmreething likel want = (given that
‘I denotes King Richard here).

| believe the same proposal can explain other cases whickirarkrly script-less but

which plausibly contain an implicit Question under Disdasssuch as the chair example:

(279) [A & B are at a linguistics workshop. There is an emptgichA nods at it and
raises his eyebrows at B. B says:]

An editor of Natural Language Semantics.

Here, again, there is unlikely to be a ‘script’ involved. Rat A's act of nodding and
raising his eyebrows makes salient an implicit Questionearidiscussion ‘Who is that
chair for?’. It is that question that B answers, and a claub&hvis QUD-GIVEN on
the basis of that QUD which is elidedhat-chairisfor an editor of Natural Language
Semantics Stanley 2000 makes a similar proposal. Support for thigtipascomes from
an observation by Jeremy Hartman (p.c.): in the situatid@1®), B can also ‘answer’ the
guestion with a full clause, and with answers which look tikey contain elements which
must be anaphoric to the question, such as the null compleamaphora cases in (280Db, c).
This suggests that there is indeed a question being raisdecases, and moreover, one

which the grammar can refer t8.

"8An obvious question is whether the null complement anapbasas in (280b, c) are themselves cases
of clausal ellipsis, perhaps cases with no focused maigealhe entire clause elides). The answer seems to
be no; see section 5.13 for discussion.
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(280) [A & B are at a linguistics workshop. There is an emptgichA nods at it and

raises his eyebrows at B. B says:]

a. It's for an editor of Natural Language Semantics.
b. ldon’'t know. (= I don’t know who that chair is for.)
c. You'll have to ask the session organizer. (= You'll haveask the session

organizer who that chair is for.)

3.6.4 Fragments used as imperatives
In some cases, it seems strange to talk about there beingranyfsquestion’ under
discussion, at least intuitively. For example, the adntumisnt to a child holding a bowl

of soup insecurely:
(281) Both hands!

Here, it's not clear that there’s any sort of implicit questior thatooth handss an answer
to something. In fact the fragment doesn’t seem to be antasseas an answer would
have to be. Rather this just seems to be a straight-up commaasgponse to a dangerous
situation:Use both hands!

If this was correct, we would be faced with two questions. Tiha& is: is there in
fact a Question under Discussion in cases like (281), andveaaccommodate it in the
fashion described above, on the basis of a fragment like)28he second question is:
can QUD&GIVENNess be defined in such a way as to license the ellipsis of aeratige
clause? Do imperative clauses have the kind of propositimeaning which can be the
input to QUD-GIVENNess?

| will address the second question first. There could be alpnolf we imagined that
imperatives were, for example, speaker-directed pragsedi type(e, t) (as in the analysis
of Portner 2004). Such properties would not be the corretto§@emantic object to enter

into a QUD-GIVENNess relationship, and so the ability to elide imperatieisés would
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be unexpected. However, on other analyses of imperatiaescplarly that of Schwager
2005 (later published as Kaufmann 2012), imperative clugeindeed have the same
semantics as (modalized) declaratives do (esg.both handsas propositional content, the
same propositional content gsu must/should use both hapdl the latter kind of theory
is correct, we could imagine that it is that propositionahtemt which QUDe&IVENNess
makes reference to, and we could cash out the ability to efigperative clauses by letting
QUD-GIVENNess refer to that propositional content.

In fact, | believe that a stronger claim can be made. | wantgae, perhaps somewhat
counterintuitively, that in fact fragments like (281) arecthrative even in thefiorm. That

is, the syntax of a fragment like (281) is as in (282a), noR2{)8

(282) Both hands!

a. Yousheoulduse both hands!
b. Use both hands!

It is clear that construing a modalized declarative clansmiellipsis site is at least possible

if the antecedent is an imperative, as the below examplg{adérom Thoms 2013) shows.

(283)  A: Amuse me!

B: With what?

a. With whatsheuldi-amuserou?
b. *With whatamuseyou?

| will present evidence that in antecedentless cases su¢?8a3, the structure of what
is elided is not that of an imperative clause, but rather ta declarative clause. The
propositional meaning of that declarative claugey should use both hands(282)) can
serve as the input to QUIB+VENNesSS.

Firstly, note that imperative clauses can be used in coctgdruwith certain sentence-

final tags, as shown below.
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(284) Use both hands, can’t you/won't you/will you/couldufo
But these tags are rather degraded if a fragment is used.
(285) Both hands, ??can’t you/??won’t you/??will you/2fdgou?

This is prima facie evidence against a fragment Bath handsontaining an underlying
imperative structure. This might not be a knock-down argutmieowever, in light of the
fact that the distribution of sentence-final tags with fragms in general seems unclear.
For example, as pointed out by van Craenenbroeck 2013ke ther curious asymmetry
between the tags which are grammatical in full clausal arsaed those which are gram-

matical in fragment answers.

(286)  Who wroteBarriers?

a. Chomsky wrote Barriergdidn’t he/*wasn’t it?%

b. Chomsky{??didn’'t he/wasn't itP

The reason for this is not clear, but whatever is behind tigeatkation otlidn’t hein (286b)
might also explain the degradation of the tags in (285). $orttay not constitute a clear
argument against the presence of imperative clausal symteagments like (285).
However, further evidence that elided fragments contaicladative clausal syntax
comes from so-called ‘Imperative and Declarative’ stroesy(Culicover & Jackendoff 1997,
Schwager 2005 and references therein). These are comnrsttuctures in which the left
conjunct is imperative in form, but interpreted as the aadent of a conditional, to which

the right conjunct (declarative in form) is the consequent.

(287) (from von Fintel 2012)

a. Study hard and you will pass the class.

~ If you study hard, then you will pass the class.
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b. Goof off and you will fail the class.
~ If you goof off, then you will fail the class.
c. Investin that company and you will become rich.

~ If you invest in that company, then you will become rich.

Now note the contrasts below (all being uttered in a contdydne a child is carrying soup

unsafely).

(288) a. Use both hands and I'll give you candy.
b. ??Both hands and I'll give you candy.
c. ??You should use both hands and I'll give you candy.
(# on relevant ‘if-then’ reading; only reading: | tell youathyou should use
both hands, and (whether you use both hands or not) | tell aultwill

give you candy)

(289) a. Use both hands and | won’t get mad.
b. ??Both hands and | won'’t get mad.
c. ??You should use both hands and | won'’t get mad.
(# on relevant ‘if-then’ reading; only reading: | tell youathyou should use
both hands, and (whether you use both hands or not) | tell lyatul twon't

get mad)

We can see that the felicity of the fragment conjoined withealarative tracks the
felicity of conjoining two declaratives. However, havinfragment as a left conjunct does
not track the felicity of the laD constructions, suggestimat what is being elided in cases
like Both hands!does not have the structure of an imperative, but ratherttbetsre of a
declarative.

Note that it's not simply the case that fragments cannot Imgoawed with full clauses
in general. (289b) shows this, as does the following exartgdapted from examples in

Temmerman 2013b):
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(290) Who will win the Democratic primaries?

Clinton, and the Republicans won't like that.

| take these two facts — the ungrammaticality of certain {®ggch are grammatical with
imperatives) in construction with fragments, and the ihghof fragments to occur as the
left conjuncts in Imperative and Declarative conditionahstructions — as evidence for the
generalization that, while fragments might sometimes hhaeellocutionary force of im-
peratives, the elided clauses they contain never havgytitactic structuref imperatives.
They cannot occur in all of the environments in which true éngtives can.

It should be noted at this point that there are apparent eoexamples to the gener-
alization that fragments cannot occur in constructionscihook like 1aD constructions.
Cases like (291a) (Culicover 1970, 1972, Culicover & Jadkdil997) look on the face of
it as if they are derived from imperative structures suct2841y), rather than other putative

sources such as (291c, d).

(291) a. One more step and | shoot.
b. Take one more step and | shoot.
c. #You will take one more step and | shoot.

d. If you take one more step (*and) | shoot.

However, cases like (291a) can indeed have parses in whighatte conjunctions of two

declaratives. Specifically, (291a) is an elliptical versas (292).
(292)  You take one more step and | shoot.

We independently know that structures like (292) are gratimaacompare the following

example from Culicover & Jackendoff 1997 (their (3b)):

(293) Big Louie sees you with the loot and he puts out a contvagyou. (= If Big

Louie sees you with the loot, he’ll put out a contract on you.)
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| will not address here why the declarative sentences ingtiebnjunct are interpreted
as antecedents of conditionals, directing the reader toefleeences already cited and the
references therein. However, therm of the left conjuncts in cases like (292), (293) is
clearly declarative. Therefore, there is also a parse a<chise (291a) in which a declar-
ative clause is elided, and so such cases do not threatertieeadjzation that fragments
never contain elided imperativés.

Having established the generalization that imperatives#a do not appear to undergo
ellipsis, we should now consider whatin fact being elided in cases likgoth hands!and
how a Question under Discussion is understood in such casegue that, even though
it does not ‘feel like’ there is a ‘question under discussionthe intuitive sense in the
scenario where a child is unsteadily carrying a bowl of sopertheless the use of a frag-
ment can force such a QUD to be accommodated. That is, thamgusstion to whiclBoth
handslis the answer in the given context. The likeliest candidatenhat that question is
would be ‘What should the child use to carry the sofipEven though no-one has uttered
this question explicitly, it does not seem outrageous tmrcthat in the given scenario, this
could be understood as a Question under Discussion. Ogritailoes not seem like a leap
of accommodation to make it so. In that case, the clausedging elided is the one that
is QUD-GIVEN, namelyThe child should use to carry the soup

If such a sentence is what is contained within the ellipses iien this accounts for the
apparent illocutionary force of the fragment as a commarahtéhices containinghould
are declarative in form, but they can have the illocutiorfarge of commands, requests, or

suggestions.

1 should note that even if all the syntactic arguments in $eistion turn out to be wrong, it would not
threaten a QUDsIVENNess theory in general. We could always appeal to theokegHhiat of Kaufmann
2012 to understand tre=manticof imperatives as being (at some level) propositional, andtse to serve
as the input to QUDGIVENNeSS.

800r possibly ‘What should the child carry the soup with?’. §s underdetermined on the basis of this
fragment alone, but note thaith both handsis also a felicitous utterance in this scenario.
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(294) a. You should close the door.
b.  You should take me out to dinner.
c. You should go to that conference.

Etc., etc.

To this extent, a fragment likBoth hands!can be understood as having the illocutionary
force of acommand, even if its syntactic form is the decleeatoushoulduse both hands

To sum up, in this section | have discussed the advantagesQdj[2based theory
of clausal ellipsis for understanding the widespread abdity of antecedentless frag-
ments. Even without explicit antecedents, we can undedssaich fragments as being
cases of clausal ellipsis, with the antecedents pragntigteecommodated on the basis of
the QUD-GIVENNess condition.

However, the availability of antecedentless fragmentseaihe worry of ‘where the
syntax comes from’: that is, are there still syntax-basetstraints on the availability of

clausal ellipsis? It is to this matter that | now turn.

3.7 Syntactic isomorphism and antecedentless fragments

In the analysis of antecedentless fragments proposed abbege been speaking in
terms of ‘construing’ a particular syntax into an ellipsites This might suggest that the
condition on ellipsis is wholly semantic, and that no notafn'syntactic isomorphism’
— that is, syntactic identity between an ellipsis site ancatecedent — is required. The
availability of antecedentless fragments is of courg®ima faciechallenge to syntactic
isomorphism being required — if there is no antecedent, tmwm can syntactic isomor-
phism possibly be a requirement on ellipsis?

The fact is, though, that if thers an available syntactic antecedent, then syntactic
isomorphismis required between a fragment and that antecedent. For egagipén an

active antecedent, the fragment must be in active voice;gareh a passive antecedent,
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the fragment must be in passive voice, as the below EnglidhGarman examples show

(partially repeated from (97), originally Merchant 201(28)).

(295) a. Who is sending you to Irag? — Bush./*By Bush.
b. (i) Q:Wer hat denJungeruntersucht?: *\on einer
whoNOM hasthe boy examined? by a
Psychologin.

psychologist
‘Q: Who examined the boy? A: [intended] (He was examined) by a

psychologist.’
(i) Q:Vonwem  wurdederJungeuntersuchtA: *Eine
by whoDAT was theboy examined a
Psychologin.

psychologistiom
‘Q: Who was the boy examined by? A: [intended] A psychologist

(examined him).

That is, the below derivations are impossible, even thotigtetided clauses are semanti-

cally identical to the versions with the other voice speatiizn, and so are just as QUD-

GIVEN.

(296) a. Whois sending you to Iraq?
ambeingsenttoraq by Bush.

b. Wer hat den Jungen untersucht?

Berdungeaurde von einer Psychologimtersueht.

c. Von wem wurde der Junge untersucht?

Ein Psychologirhatdenrdungerantersueht.

So it does look like syntactic isomorphism is at least sonawalrequirement — but only if

there is material around for the ellipsis site to be isomuarfd
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In this section, | propose a formalization of this fact. Thegosal will be that the lexi-
cal material inside an ellipsis site is subject to a constrgimilar to that proposed in work
by Chung, Ladusaw and McCloskey (Chung, Ladusaw & McClosk&35, Chung 2006,
Chung, Ladusaw & McCloskey 2011, Chung 2013) namely thatétxnaterial within an
ellipsis site must be ‘re-used’ or ‘recycled’ from an avhlaantecedent. This requirement
explains the fact that, if we put the antecedentless casds snporarily, it is impossible
to have material within a clausal ellipsis site which is noggent in an antecedent. For
example, the ungrammaticality of the voice mismatch cas€296) can be accounted for
on this view, if we assume that the specification for activgpassive voice needs to be
copied from an antecedent; in a voice-mismatch case, tipigieg obviously cannot hap-
pen. Other similar cases discussed by Chung, Ladusaw andoblay throughout the
work cited above include ‘sprouting’ a preposition withiretellipsis site, and diathesis

shift. The below examples are adapted from examples in Chatiag 2011.

(297)  No ‘sprouting’ prepositions within an ellipsis site
a. (i) He’'sjealous, but | don’t know of whise'sjealeust.
(i) *He’s jealous, but | don’t know whdre'sjealouseft
b. (i) Marywas flirting, but I don’t know with whehewastlirting.
(i) *Mary was flirting, but | don’t know whoshewastHhirting-with

(298) Diathesis shift OK between sentences without clausalsedlip

a. (i) They embroidered something onto the tablecloth, tsitniot clear
what they embroidered the tablecloth with.
(i) They embroidered something with peace signs, but ibsabear what
they embroidered peace signs onto.
(i) They served someone leek soup, but it's not clear tomvtioey served

leek soup.
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(299) ...Dbutdiathesis shift is not OK under ellipsis

a. *They embroidered something onto the tablecloth, beihibt clear with what

theyembroideredhetableclotht®!

b. *They embroidered something with peace signs, but ittsctear onto what
I broidered . .

c. *They served someone leek soup, but it's not clear to wHeyservedeek
soupt.

The cases in (298) are severely unacceptable even thougsitbeld both be pragmatically
understandable and recoverable from the linguistic caftiesof in jealous ofis essentially
semantically vacuous, and if you are flirting, you must béitfig' with someone). What is
going wrong in these cases, Chung et al. 2011 argue, is tharialgthe preposition) is
present in the ellipsis site which is not present in an amkeice There is no ‘source’ for
the ‘copying’; the ellipsis site cannot be constructed, angrammaticality results.

In the cases in (299), we assume that there are two \@riisoiderand servewith
different argument structuré$.The reason ellipsis does not allow an alternation of these
argument structures is because, in the mismatch cases, itheo way of ‘copying’ a
verb with a differing argument structure. The antecedeovides a different verb; if it is
copied, it obligatorily brings its argument structure wiithArgument structure is therefore
obligatorily preserved under ellipsis.

The empirical status of the argument therefore seems dleere can be no gratuitous

use of ‘new’ lexical material in an ellipsis site. We can fafate this in terms of the

81As Chung et al. 2011 point out, this is grammatical on thdéuant reading in which theith-PP intro-
duces an instrument, rather than the pattern/ornament.

82\We could equivalently take a ‘constructivist’ view of argent structure alternations where the diathesis
shift is a reflex of a difference in the selection of certaiguament-introducing functional heads, rather than
a lexical difference in the verb itself. The point goes thlglhwhichever view of argument structure we
take; in either case, to allow for a diathesis shift undepgi$, material (whether a lexical verb or functional
argument-introducing heads) would have to be copied irgeetlipsis site which has no antecedent.
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constraint proposed by Chung 2006, which has come to bedcHik ‘no new words’

constraint.

(300) ‘No new words’ (Chung 2006’s (29))
Every lexical item in the numeration of the sluice that engl¢anly) in the elided

IP must be identical to an item in the numeration of the amteneCP.

That is, there is no ‘return to the lexicon’, as Chung et a@3 put it.

The evidence provided above, from Chung, Ladusaw and M&&jaswork, seem to
force us into saying something like (300). However, in theceding sections, we have
seen many examples of cases of fragments where there isguisliic antecedent, and so
not every lexical item in the numeration of the elided clacae possibly be identical to
any item in the numeration of an antecedent CP: there is recadént CP. | have been
trying to defend the idea that these fragments are creasea piocess of ellipsis. How can
this be reconciled with the constraint in (300)?

| propose that we can solve this dilemma by suggesting tlatdnstraint in (300) is

not immutable, but rather a violable constraint which hasmddional rider attached to

it.83

(301) ‘No new words’ (violable version)
Every lexical item in the numeration of an elided clause #ats up (only) in
the elided IP must be identical to an item in the numeratiathefantecedent CP

if failing to do so would be ‘gratuitous’

What does it mean to ‘gratuitously’ fail to enforce identligtween lexical items in an
ellipsis site and an antecedent? Essentially, this meang302a) is blocked, given the

availability of (302b).

83An apparently very similar solution has recently been peagiby Elliott 2013. | have not yet been able
to compare the two approaches in detail.
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(302) a. *He’s jealous, but I'm not sure wh'sjealousef.
b. He’sjealous, but I'm not sure of whoke'sjeateus.

(302a) includes a preposition in the ellipsis site whichldavell have been extracted and
pronounced, as (302b) shows. The availability of (302bkdq302a); there is no reason
to violate no-new-words, and so one must #fol.he same point is made by the failure of

(303a) below.

(303) a. *They sprayed something with water, but it's noaclento whatheysprayed
water.
b. They sprayed something with water, but it's not clear viheysprayedwith
water.

In this case, the problem in (303a) is that one versiospray (the one with the frame
spray X with Y is in the antecedent, but a different versionspfay (the one with the
framespray Y onto Xhas to be understood in the ellipsis site. This is a viotatbno-
new-words. (303b) communicates exactly the same meani(@P8a), but (303b) uses the
same version asprayin the ellipsis site as the antecedent. As such, (303b) daesalate

no-new-words, and so blocks the availability of (30%a).

84This constraint is transderivational, then, and seemsvolie competing candidate derivations in the
same fashion as in Optimality Theory. In OT terms, we coukld@f(302b) ‘harmonically bounding’ (302a)
— that is, (302a) is the same as (302b) except that (302&gtemhb constraint (no-new-words) that (302b)
does not, and (302a) is therefore categorically disprefto (302b). While the theory presented here could
be translated into OT terms, it's not clear that we would wando this; among other reasons, we would
then have to reckon with the typological predictions whichwould force us into making (thanks to Ellen
Woolford for making this point particularly clear to me). llinstick here with the conditional formulation
givenin (301).

8Note that it would be very easy in principle &mcommodatéere the form ofpraywith a different
argument structure from the antecedent, as Chung, LadushiMeCloskey point out throughout their work;
however, the grammar just seems to rule this out. In my tethis,is because it would be a gratuitous
violation of no-new-words to do so. As we will see below, fibuld not be a gratuitous violation of no-new-
words to accommodate new lexical material, such accomradean be done.
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We predict, however, that if violating no-new-words woulat be ‘gratuitous’ — that is,
if there is no possible competing ellipti€atlerivation which expresses the same meaning
as one in which new lexical material appears in an ellipsés-sit should be possible to vio-
late no-new-words. This is in effect a formulation of the st &esort’ proposal for sluicing
made by van Craenenbroeck 2010a. Van Craenenbroeck algidslausal) ellipsis sites
can differ syntactically from their antecedents just inecas other grammatical derivation
would be possible.

The basic observation to start with is that given a sluicena804), it is not certain
whether it should be given the analysis in (304a), where lthieesis isomorphic to the an-
tecedent, or the analysis in (304b), where the sluice cositacleft which is not isomorphic
to the antecedent (Pollman 1975, Erteschik-Shir 1977); leetiaer both should be freely

available.

(304) Someone left, but | don’t know who.

a. ...butldon’t know whdeft.

b. ...butldon't know whatwas.

In general, it looks as if sluicing sites do not ‘prefer’ tontain clefts; that is, there are
many cases where a cleft source does not seem to be avafrablexample, this appears
to be the case in Greek. The pivot of a cleft in Greek alwaysvshg in nominative case,

as (305) (from Merchant 2001:127) shows.

(305) | astinomiaanekrine enan apo tousKiprious prota,ala dhenksero
thepolice interrogatebneAcc fromthe Cypriotsfirst butnot l.know
{pjos [ *pjon} itan.

whoNOM whoAcc it.was
‘The police interrogated one of the Cypriots first, but | ddaiow which it was.’

86See below for why this condition is included.
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However, nominative case is barred in the correspondingeslapparently showing that
the ellipsis site must contaemekrine'interrogated’ assigning accusative case, and cannot

contain the cleft structure.

(306) | astinomiaanekrine enan apo tousKiprious prota,ala dhenksero
thepolice interrogatedbneAcc fromthe Cypriotsfirst butnot Il.know
{*pjos /pjon}  (anekrine i astinomia.

whoNOM whoAcc interrogatedhe police
‘The police interrogated one of the Cypriots first, but | ddmow which (they

interrogated).” (Merchant 2001:127)

On the basis of facts like this, Merchant 2001 argued thgisédl sites in sluicing never
contain clefts. However, it has become clear in subsequerit (Imeida & Yoshida 2007,
Rodrigues et al. 2009, van Craenenbroeck 2010a, Barros Baitds et al. to appear) that
clausal ellipsis sites must potentially be able to contleft sentences. The below example

from Barros 2012 makes this point.

(307) a. Jack left and someone else did too, but | don’t know.wh
b. (i) ...butldont know whatwas.
(i) *...butldon’t know wholeft.

In sluicing cases like (307a), the ellipsis site must cangacleft. If the full sentence was
contained within the ellipsis site, this would be a contctidn. To utter. .. but | don’t know
who left the speaker has to lack even a partial answer to that qad&eyal 1996), and
this is incompatible with the speaker asserting that Johmeda the party.

van Craenenbroeck 2010a proposes that clefts are poss#llgsis sites, but as a ‘last
resort’. We don’t want to make them generally available dose we would then lose an
explanation for the Greek facts which show that the nomieatase which would appear
in a cleft is not generally available in sluicing cases. Hegveclefts do seem to h@ossible

in sluicing, as (307) shows.
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Here is how | propose to capture the ‘Last Resort’ conditioterms of the conditional
formulation of ‘no new words’, i.e. ‘no new words if this walibe gratuitous’. In the
Greek cases, eliding a cleft rather than an isomorphic seateould be gratuitous; there
is no meaning difference between the cleft cases and thelefircases, but the cleft case
is not isomorphic to an antecedent (it has new words in thgsélsite), and so is blocked
by the syntactically isomorphic possibility.

In a case like (307a), the cleft sententis in the ellipsis site is also not syntactically
isomorphic to any antecedent, and so eliding this claudatei® no-new-words. However,
this is licit in this case because there is simply no ellgitmandidate, other than (307b-i),
which can communicate the relevant meaning. Unlike in K& jealous, but | don’t
know *(of) whattype of cases discussed by Chung, Ladusaw and McCloskeg the
no competing derivation for (307a) where a different elgmste communicates the same
meaning.

| will pause here to briefly consider a question which migletns¢o arise from this line

of argument: why does (308b) not block (308a)?

(308) John came to the party, and someone else did too,

a. ...butldon’t know whaetwas.

b. ...butldontknow who it was.

(308b) vacuously satisfies no-new-words (because theveadlipsis in it), and as such we
might expect it to block (308a), which does violate no-nearas. Here is how | propose to
view this. For any given derivation, it is decided at somanpaihether it is going to contain
ellipsis or not. (This is modeled in e.g. Merchant's work blyether the ellipsis-licensing
[E]-feature is merged or not; other frameworks will modesttiifferently.) However, once
itis decided that a particular sentence is going to contéipses, then that decision is final:
the grammar is restricted, at that point, to working out what‘best’ ellipsis site is going

to be. It is at this point that no-new-words kicks in: as a ¢@ist which works out what
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the ‘best’ ellipsis site could be. No-new-words only looksHiptical derivations to find
out which is the ‘best’; in a way it is a heuristic for decidibgtween differing ellipsis
sites®” Sentences like (308b) then do not enter into its calculatiand so do not block
sentences like (308a).

There are other cases which motivate the inclusion of asfeftture in an ellipsis site,
if no alternative is available. Take for example certaincaa which resemble left-branch

extractions, such as (309).

(309) a. John met a tall man, but I'm not sure how tall.

b. *John met a tall man, but I’'m not sure how tall he met a t man.

Given the ungrammaticality of overt left-branch extrantess shown in (309b), examples
such as (309a) have often been taken to show that claugaislhas the power to void
such ungrammaticality effects, from Ross 1969 onward. HeweBarros et al. to appear

have argued that the source of (309a) is actually a cleft.
(310) John met a tall man, but I’'m not sure how tadis.

Morphological evidence for this fact comes from German amtcB. In these languages,
prenominal adjectives agree in Case with their noun, bicides in predicative position

do not.

(311) (Barros et al. to appear’s (29))
a. DerMannist grof3(*en).
the man is tall(.AccC)
b. Lenahat einengrof3*(en)Manngeheiratet.

Lenahasa  tall(.Acc) man married

87This is much easier to understand in comprehension ternsanileone hears an ellipsis site, no-new-
words is one principle which guides them in the process afmetructing what was in it. This bears similarity,
then, to the *filling in a TP via copying’ model that Chung, lwesdw and McCloskey propose for sluicing.
As Chung et al. 2011:fn. 1 point out, it's less clear how to eldhis on the production side of the grammar.
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(312) (Merchant 2001:171)

a. Demanislang(*e).
themanis tall(.Acc)
b. Zij hebbereenlang*(e) manaangesteld.
theyhave a tall(.Acc) manhired
This then gives us a test for whether an adjective is undeglyiin predicative position or
prenominal position. In sluicing, the remnants show up autihcase marking, suggesting

that the ellipsis sites contain clefts with predicative rather than left-branch extractions.

(313) (Barros et al. to appear’s (29, 30))

a. LenahateinengroRen Manngeheiratetaberich weild nichtwie
Lenahasa tallL,Acc man married but | knownot how
grof3(*en).

tall(.AcC)
‘Lena married a tall man, but | don’t know how tall.’

b. Zij hebbereenlange manaangesteldnaarik weet niethow
theyhave a tall.Acc manhired but 1 knownot how
lang(*e).

tall(.Acc)
‘They hired a tall man, but | don’t know how tall.’

That s, this is evidence for the source of the above sluieggjihe non-isomorphic (314a),

rather than the isomorphic (314b).

(314) a. Lenamarried atall man, but | don’t know how tahwvast.
b. Lena married a tall man, but | don’'t know how tsHemarriedatman.
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The cleft syntax of the sluice in (314a) is forced by the faetttthe alternative, (314b),
would violate a constraint on movemé#tin cases like (314a), no-new-words is again vi-
olated, but not gratuitously: there is just no other eligticompetitor which can communi-
cate the same meaning without breaking some other (noahl&)l constraint on syntactic
representations (here the ban on left-branch extraction).

Having established how the violable version of the no-newes constraint works in

these cases, now let us consider the case of antecederdigsehts.

(315) a. Fhatis some guy she met at the park.

b. Fhetaxisheuldge to the train station.
Cc. Yeusheulduse both hands!

The mystery which we started this section with was that ilsg@fnent is antecedentless, it
violates no-new-words, which does not seem to be an optiaitedle to fragments which
do have antecedents. The violable version of no-new-wdrolsever, does not rule out
cases like those in (315). The reason is that no-new-wosldjsgussed above, looks at
the elliptical competitors, and ‘choos&sthe one which violates no-new-words the least.
But there is no ellipticatompetitorin the cases like (315) which doast violate no-new-
words. Obviously all potential elliptical derivations leewill violate no-new-words, and
as such, none of thegratuitouslyviolate no-new-words. That is, there is no competing

derivation for any of the cases in (315) which would blockfiens that we actually see.

88Barros et al. to appear’s aim is to show, contra much previarg, that clausal ellipsis does not in fact
alleviate constraints on movement; the data presentededbom left-branch extractions are some of their
key data in support of this conclusion. | will assume thairtpesition is correct, at least for the case of
left-branch extractions. See section 4.5 for more disonssi this issue.

89Talking about no-new-words ‘choosing’ an ellipsis sitetistja convenient metaphor: no-new-words is
not a selection algorithm, but rather a constraint whiclivdéons may violate (perhaps multiple times). The
grammar as a whole chooses the derivation which incurs thesfeviolations of any violable constraints.
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There may in fact be a sense in which no-new-words is in faetatjve and ‘picks
between’ different ellipsis possibilities even when fragits have no linguistic antecedent.

Note the contrast between the below ca¥es.

(316) Context: A comes in and discovers that on the kitchbletavhere there should
be a beautiful roasted leg of lamb, there is only a greasyg pkatooks at B and

raises his eyebrows. B explains:

a. Thedog.
b. ??By the dog.

The antecedentless fragment in (316a) is reasonably easilgrstood a¥he dogatethe
legeHamb. However, for some reason (316b) is degraded, even thdhgheg-et-amb
was-eaten by the doghould be an available source for the ellipsis. (316b) igahied
even though we might consider it a more easily accommodaddgfent than (316a) (for
example (316b), by using lay-phrase, provides us with the information that the dog was
the agent of some event, which (316a) does not tell us).

We might understand what is going on here by supposing tlgethwo ellipsis sites
(atethelegoffamb andthelegoftlambwaseaten, respectively) are both taken into con-
sideration by the no-new-words constraint. By some mefricomplexity — perhaps, for
example, the number of functional heads which need to begtey in each of these elided
clauses —the passive ellipsis site here might be consideneelcomplex, and consequently
dispreferred by no-new-words in comparison with the aailipsis site.

This suggestion is highly speculative, and | won'’t try tonfialize this more here:
clearly much more work would need to be done to understarkifcontrast in (316) is

to be understood in terms of no-new-words, and in what seassiye ellipsis sites are

9| pelieve it was Ellen Woolford who first pointed out contsalike (316) to me.
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‘more complex’ or ‘contain more words’ than active ellipsises?® However, hopefully
the intuitive appeal of the idea is clear.

In this section, then, | have argued that there is a requin¢that ellipsis sites match
an antecedent, but this constraint is violable. The comlit that there must be no ‘gra-
tuitous’ violation of a constraint on copying lexical iteiméo an ellipsis site. ‘Gratuitous’
here means that a derivation which violates no-new-worde.—a derivation which has
material in its ellipsis site which is not present in an aateEnt — will be blocked by the
existence of an elliptical derivation which does not vielab-new words. However, the
requirement that an ellipsis site only contain lexical matavhich has been introduced by
an antecedent is not a ‘hard’ constraint; it can be violat@it¢cumstances require. This
allows us to understand antecedentless fragments, anthalt¥els the ‘Last Resort’ nature
of non-syntactic isomorphism discussed by van Craeneokrd@10a; a lack of syntactic
isomorphism in an ellipsis site is only permitted if therenis other elliptical candidate
which (a) is grammatical and (b) expresses the correct mgani

We have seen in the preceding sections that a QdN2ENness model of the an-
tecedence condition on clausal ellipsis, combined with rditeonalized version of the
‘no-new-words’ constraint of Chung 2006, accounts for talability of fragments with-
out linguistic antecedents, as well as enforcing syntadeatity requirements in cases
where fragments do have overt antecedents. On the assuntipiothe clausal ellipsis in
fragments is the same process as clausal ellipsis in sfuaginstructions, such dshn ate
something but | don’t know whathen in the best of all possible worlds, the antecedence
condition on clausal ellipsis here defended for fragmentsikl extend unproblematically

to sluicing. | now turn to this issue.

91The idea here is that the passive is marked compared to tive,aghich is intuitively true, but it's not
clear how this intuition translates into formal terms.
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3.8 Extension to sluicing
We are supposing, following Merchant 2004, that fragments sluicing cases like

those in (317) receive essentially the same analysis as oastausal ellipsis.

(317) a. Someone left, and | don’t know who.
b. John danced, but | don’t know with who/who with.
c. Lots of people were at the party; I'm trying to find out hownya

d. JoHN was at the party, but I'm not sure who else.

Such cases should then be subject to QEDENNness. However, prima facie, this does

not immediately work as expected. Consider the below disdog

(318)  A: What happened?

B: Someone left, but | don’t know whieft.
Here, the ellipsis-containing clausewo left So we want the below condition to hold.
(319) 3Q € QUDStack.|J Q < J[who leff”

| assume here, following Beck 2006, that the focus value dfiestion is the same as its
ordinary semantic value — that swh-words are alternatives generators, amwdhequestion
denotes a set of propositions which vary with respect to trestjoned constituent. That
is, [who leff]*" = [who leff] = {John left, Mary left, Sue left. }; andJ[who leff] = Jz.x
left. Is there a questio@ somewhere on the QUD stack whose union mutually entails the
union of the question ‘Who left'? The answer seems to be neptfly ‘live’ question in
(318) is ‘What happened?’, whose union (roughly ‘Sometiiagpened’) would not entail
the union of ‘Who left’ (i.e. ‘Someone left’).

However, we have already seen that the QUD is malleable aodise. One of the ways
it appears to be manipulable is via the use of indefinitesdik@eoneThis was discussed
already in section 3.2.2, and the importance of such caseduicing has been discussed

by AnderBois 2010; recall the sort of contrast presentedviel
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(320) a. Someone left, but | don’t know who.

b. *It's not the case that no-one left, but | don’t know who.

Here, the indefinitssomeonen (320a) seems able to raise the question ‘Who was it that
left?” in a way that (320b) — which has identical truth-cdrmahal content — does not.
We could understand indefinites, then, as having the powaatddo the QUD stack; in this
case, a question like ‘Who left?’ is added. Itis this questiat the sluice is then anaphoric
to, in a sense inspired by (but not identical to) AnderBoi$@€ analysis of sluicing.

This works more directly for a case like the below, where aesge which provides

the antecedent for a sluice has focus intonation.
(321) JDHN was at the party, but I'm not sure who elsaesattheparty.

Here, the focus intonation afohnpresupposes that there is a Question under Discussion
‘Who was at the party?’. We have already discussed the yabilifocus in an antecedent
to presuppose a particular QUD, and thereby license claligasis, in the discussion of
fragments in section 3.3.2.2; for detailed discussion efititeraction of focus and the
QUD, see Roberts 2012/1996. The analysis already proviglefiidgments can be taken
over unproblematically to sluicing cases like (321); sdiese cases, the QUBHENNesS
condition looks like it can be applied in both fragments aluitgng, a welcome result for
the hypothesis that both of these constructions involvesakellipsis.

But there are cases in which this approach does not quite.wbhnlese are cases of
so-called sprouting: cases where thlephrase in the sluice has no overt correlate in an
antecedent, such as (317b). Chung et al. 2011, citing Ch0@6, 2lso note a number of

other such cases which pose problems for a semantic ideatjtyrement.

(322) (Chung et al. 2011’s (36))

a. He putinabid but I couldn’t tell on whose behalf.

b. She went to the movies but we don’t know who with.
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c. She finished the project but we don’t know with whose help.

d. He’s on the no-fly list but it’s totally unclear for how long

As Chung et al. 2011 point out, it's not clear that there is aast of semantic equiva-
lence relation here between the ellipsis-containing daul the antecedent. For example,
Merchant 2001’s esIVENNess (existentially closing the antecedent and the elitiedse,
and requiring mutual entailment between them) would nad lebthese cases, because the

below entailments do not go through.

(323) Entailments which do not succeed:

a. heputin a bid= he putin a bid on someone’s behalf
b. she went to the movies she went to the movies with someone
c. she finished the projeet she finished the project with someone’s help

d. he’s on the no-fly list> he’s on the no-fly list for some length of tirffe

It's not clear that a QUD-based account will do any betteg ¢tearest Question under
Discussion in a case like (322a), for example, is plausilhat did he do?’, and the
closure of this (roughly ‘He did something’) does not entiad closure of ‘on whose behalf
did he putin a bid’ (roughly ‘He put in a bid on someone’s b&hal

We could try to solve the problem for@wENNess here (and hopefully by extension
also solve the problem for QUB+VENNess) by suggesting that the entire moved phrase
(and not just thewhyart of it) is in focus, and gets existentially closed. In @flthe
cases above, the sprouted phrase is an event descriptithre Whole event description is
existentially closed, perhaps what results is so geneaihtlutual entailmentis in fact met.

To see more clearly what | mean, assume some (simplified) re#eragenotations as

below:

92Chung et al. 2011 state that this entailment does not go gfiroit seems to me that there actually is
(mutual) entailment here, but clearly this does not invahdthe general point, in the light of the failure of
the entailments in (323a—c).
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(324) a. [with Johr] = Ae.e was performed with John

b. [go to the movieg= Xe. e is an event of going to the movies

c. [go to the movies with Joljn= Ae.e is an event of going to the movies &
was performed with John
(Composition of (a) and (b) via Predicate Modification)

d. [Mary went to the movies with Jofin= de.e is an event of going to the
movies &e was performed with John & Mary is the agenteof
(Several steps, including the introduction of the agent dnedexistential

closure of the event argument, omitted)

Now suppose that in a case lilsgth whom she went to the movjegth whomis in focus
and gets focus-closed. That is, it is replaced with a vagiabthe appropriate type (that is,

of type (ev, t), where ‘eV’ is the type of events), and existentially clasEden we have:

(325) F-clo(with whom Mary went to the movies)=. ;).Je.c is an event of going
to the movies &P(e) & Mary is the agent ot
I.e. there was an event of Mary going to the movies, and theaseandescription

P that held of that event, i.e. Mary went to the movies ‘in soahfon’.

But now mutual entailmerdoeshold between the focus-closure of the antecedent and the

focus-closure of the elided clause.

(326) Mary went to the movies, but we don’t know with whom.
a. F-clo(Mary went to the movies) = Mary went to the movies
b. F-clo([r with whom] Mary went to the moviesy Mary went to the movies

in some fashion

It does seem as if (326a) and (326b) mutually entail eactr etlitas certainly difficult to
imagine a situation in which one could be true and the otherTioe same applies for the

other such cases in (322).

158



A problem for this account, however, is that it is simply nigar that focus can ‘take
over’ pied-piped phrases in the way suggested here. We dearttthe interpretations of
such sprouting cases to proceed as if the entire sprautguhrase, including the prepo-
sition, is in focus. Alternatives are computed with resgedhe focused material itself —
thewh-word or the stressed constituent — and not with respect tattode phrase which it

pied-pipes (see also Krifka 2006 on this point). We can sisdrifcases like the below.

(327) Mary went to the cinema, but | don’t know with wiMarywenttothecinema.

only means:l don’t know which person is such that Mary went to the cinema
with that person.

cannot meani don't know how Mary went to the cinema.

(i.e. the question cannot range over just anything of the tfgihe event descrip-
tion with who(with John, happily, this evening, .), but rather ranges only over

individuals)

(328) Mary went to the cinema last night. — Yes, but only wibhdMarywenttothe
eema.
only means:John is the only person such that Mary went to the cinema Wwéh t
person.

cannot mean:with John’ is the only way in which Mary went to the cinema

In (327), the question is a question about people, not abanners. There is no interpre-
tation of this question where the alternatives generatedkernatives over event descrip-
tions. And in (328)0nly clearly may only make reference to the alternatives pregebly
John even though the entire R#Ath Johnappears as a fragment. The useoly here does
not say that ‘with John’ was the only manner in which Mary wenthe cinema.

Note that it wouldn’t do here to claim that (327) and (328) lyrdo not have sensible
interpretations, or have interpretations which are pragmaidy ruled out, if the entire PP in

each case is focus-marked. That claim is indeed true: in)(3&7could imagine that if the
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speaker wanted to ask about manners in general, she wowddikathowas thewh-word,
notwhom And it could not literally be true in (328) that the only wafadescribing the
event of Mary’s going to the cinema was with the descriptaith John’. However, this
objection only serves to make the point further. The eliggindition, as revised above,
would require that the whole PP was focus-marked (and closelér F-closure). That
is how Chung et al. 2011’s objection, that the entailment&i28) do not go through, is
circumvented on the proposed ‘fix: we existentially closer descriptions. However,
the only available actuahterpretationof the clausal ellipsis cases in (327), (328), isone in
which the DPswho, John(andnot the whole event descriptiomith whom with Johr) are
guestioned or focused respectively. Applying the fix prauoldsere to the ellipsis condition,
then, would require that the notion of focus-marking whiciswelevant for F-closure be
different from the notion of focus-marking which questi@mgntics or particles likenly
make reference to. This would clearly be a suboptimal sanat

So given this evidence from other cases of focus, it doesauk like the argument
explored above will solve Chung et al. 2011’s objection ® skemantic antecedence con-
dition. 1 still hold, however, that QUDzIVENNness can meet the challenge that sprouting
data pose. The argument | intend to make is this. Followiegatiguments made in section
3.6.3, | argue that new QUDs can be accommodated. This is htegedentless fragments

get interpreted on the account proposed here. Consideedika$329).
(329) Mary went to the cinema, but | don’t know with whahewenttetheeirema.

Here, the QUD is likely to be something like ‘What did Mary do? ‘What happened last
night?’. As discussed above, neither of these QUDs providep@ropriate antecedent for
the ellipsis site, on a QUIHVENNess analysis. However, | propose that a relevant QUD
is easily accommodated.

The logic proceeds in the same way as for the fragment casbaWean elided clause,

which denotes a question, and its pronounced partiswhom QUD-GIVENNesS requires
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that the denotation of this question match the denotatiom QUD. Therefore, we have
the presupposition, brought about by the ellipsis, thatethrust be a QUD which has
something to do with who someone did something with. Givertdialogue which precedes
the sluiced clause, it is reasonable to assume that the QUBEhwthe elided clause is
making reference to is now about who Mary went to the cinenth.wihere is also a
syntactic antecedent which provides a source for ‘copyimg’the sluicing site (following

the proposal in section 3.7 and ultimately following Chuhgle2011).

This analysis suggests that in a sense, sluices are ‘setiding’: they denote questions,
and the very form of a sluicing remnant, combined with the faat sluicing shows overt
guestion syntax and morphology, and with the syntacticyoog requirement on ellipsis
discussed in section 3.7, signals the QUD which needs to benanodated in order to
license the ellipsis in the sluice.

This analysis may help to explain the contrast in cases tikéelow.

(330) Did John go to the cinema?

a. ?With Mary.
b. Yeah, with Mary.

(331) John went to the cinema.

a. Who with?/With who?

The contrast here is not strong, but there is a feeling treattswer in (330a) is slightly
inappropriate, and degraded with respect to (330b). Byrastthe sluicing case in (331a)
is fine. We can understand this as a difficulty in accommodaimew QUD in (330a).
The answer in (330a) has to be QUBVEN. There is a live QUD ‘did John go to the
cinema?’. But this QUD does not on its own license the elipsith Mary Jehnwentto
theeirema’, for the sort of reason that Chung et al. 2011 disahssguestion of whether
John went to the cinema or not does not stand in the relevamirgée relation with the

guestion of who John went to the cinema with. That new ques$t#s to be accommodated
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on the basis of the fragment, but that accommodation of a ne® @quires a little bit of
‘work’; and pragmatically, it's not a very cooperative maeeraise that new QUD, given
that there was already a QUD which the interlocutor expeatednswer to. That is why
(330b) is an improvementeahsettles the QUD ‘did John go to the cinema?’, and allows
a new QUD, ‘who did John go to the cinema with?’, to be intraetlby the fragment
with Mary. Similarly, (331) is an improvement because the sluicectvisiearly denotes a
guestion, is already of the right type to ‘set up’ its own QUidthout having to compete
with an existing one.

The proposal that this sort of ellipsis can ‘shape’ an appatg antecedent through
accommodation is of course not new; Fox 1999 makes an infadlenich proposal, for
example. Chung et al. 2011 express skepticism about sugogats: ‘The challenge, it
seems to us, would be to constrain accommodation so thatutdwmermit sluicing in

[(332a)] for instance, but not in many of the ill-formed cafiéke (332b)]'.

(332) a. Mary went to the cinema, but | don't know with wharhewentto-the
einema.

b. *Mary’s jealous, but | don’t know whehe'sjealousef.

On the account proposed here, this challenge is met by s#yatdghere is a roléothfor

a syntactic ‘copy’ constraint on ellipsis, as discussedectisn 3.7,and for a semantic,
GIVENNess-type constraint on elided material. It seems that éx@meeded to cover the
complete range of data. It is the syntactic condition thegsrout cases like (332b); in such
cases, there is ‘gratuitous’ elision of syntactic mateftlaé prepositiorof) which is not
present in any antecedent. By contrast, no such syntactitgm presents itself in (332a);

the only unspoken materfdlis material which is present in a pronounced antecedent. The

9%Allowing for an alternation between full DPs and pronouns] ather such changes which are presum-
ably somehow harmless, and which seem required to accouplh&momena such as vehicle change.
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syntactic and semantic conditions therefore work togdtherder to force the accommo-
dation of a certain QUD.

| have argued in this section that the QUiEDvENNess condition can extend to sluicing
as well as fragment answers, a welcome result. This seciohdourse far too short to
encompass all of the questions posed by the antecedencii@aendn sluicing; no doubt
many questions remain. However, | hope to have shown that @UIBNness is at least
a viable contender for the title of the semantic identityditon in sluicing, building on
the work by Ginzburg & Sag 2000, Merchant 2001, 2004, Reidb72@nderBois 2010,
Collins et al. 2014.

3.9 Conclusion

In this chapter, | have defended a QUD-based semantic atgece condition for frag-
ment ellipsis. This condition, combined with the indepenttierequired device of domain
restriction, accounts for the surprising behavior of ‘pigsosition inheritance’ in fragment
answers, discussed by Jacobson 2013. In addition, it dyrpredicts that only some utter-
ances — those that set Questions under Discussion — candoedents for clausal ellipsis.
Combined with a conditionalized version of the ‘no-new-da&rconstraint proposed by
Chung 20086, it also provides a way of understanding antextksds fragments, without ei-
ther having to suppose that a linguistic antecedent can bdémsalient’ by context, or that
fragments are ‘bare’ subsententials which combine with tsllese properties to receive a
propositional interpretation, as argued in Stainton’skwvor

On this view, fragments always contain clausal structuue,ckausal structure which
goes unspoken. Having analyzed the semantic constraintfwbld of that structure, in

the next chapter, | turn to the syntactic constraints.
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CHAPTER 4
FRAGMENTS AND THE SYNTAX OF CLAUSAL ELLIPSIS

4.1 Introduction

We have seen in chapter 2 a number of arguments for the pees¢émovert clausal
structure in sentence fragments. In this chapter, | willgreasome of the syntactic prop-
erties of fragments.

If fragments are the result of clausal ellipsis, then an ant needed of the fact that
the ellipsis involved appears to target a string which isanobnstituent. For example, in

the dialogue below, the putative elided strif@hn atels not a constituent.

(333) a. What did John eat? — Cake.
b. Jehnate cake.

At least since Lobeck 1995, ellipsis is a process which ha&h lz@gued to apply only
to constituents, and a lot of the technology which has beggrldped to account for the
licensing of ellipsis (for example, Lobeck’s licensing Heaor Merchant 2001, 2004's
E-feature) have explicitly made ellipsis the property ofta& heads, which elide their
complements. As the complement of a head will always be asphraodels such as these
predict that only phrases will elide, a prediction that isf®out in the simplest cases of

verb phrase ellipsis and noun phrase ellipsis:

(334) a. John should/p eat more kimchi ], and Mary shoufg+—eatmerekimehi}

too.

b. John saw threg} red cars], and Mary saw twe—+edears].
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However, there are a number of cases which look on the sulikecellipsis but in which
the deleted material is not a constituent. If fragments ateetanalyzed as elliptical, then
fragments fall into this category, as shown in (333) abovaumber of other such examples

are given below.

(335) a. Pseudogapping

() John was editing his prospectus, and Mary was her dessent
(i)  John would eat natto for a bet, and | would durian.
(i) 1 know more French than | do Spanish.

b. Swiping
(i) He’straveling at the moment. — Where to?
(i) He’s traveling at the moment, but | don’t know where to.
(i) He’s laughing, but | don’t know what about.

c. Gapping
(i)  John will eat sushi and Mary natto.
(i)  Andrew studies syntax and Elizabeth semantics.

d. Why-stripping
() John was eating natto. Why natto?

(i) Mary left. Why Mary?

In order to account for such cases, a very common stratedyeifiterature has been to
assume that ellipsis actualily acting on a constituent in these cases. However, a focused
subconstituent has undergone movement to a position ahexeec¢ommand domain of the
ellipsis-licensing head. In all of the above cases, a cmwsit is elided, but the movement

operation that allows a subconstituent to evacuate thesedlimakes it look as if the string
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which is eliding is not a constituent. Some examples of thapge of analysis for each of

the cases given above are given befw.

(336) a. John would eat natto for a bet, and | wowlg flurian {yreatt}]
(Lasnik 1999)
b. He’s traveling at the moment. —§ Wherg [r.cp [pp tO t; |2 frrheis
travelingt]]
(Hartman & Ai 2007)
c. Johnwill [gp [vp €at sushi ] and\ Mary [vp fvreatt} natto ]]]
(Coppock 2001)

d. John was eating natto. Why,{p nattg frrJ3ehnwaseatingt;}|
(Yoshida et al. 2013, Weir to appear)

As discussed in section 2.2, Merchant 2004 adopts this sisayso for fragments; a pro-
nounced fragment is an instance of clausal ellipsis froncivia focused constituent has

moved.

(337) a. What did John eat? — Chips.
b. Chips frrheatet}

| believe that this is a correct analysis, but only up to a pdim this section, | will show
that, while there is indeed evidence for movement beingluaebin the derivation of frag-
ments, this evidence conflicts with a number of other diago®svhich appear to show
that fragments are not movement structures. | propose tdveethis conflict by arguing

that fragments do undergo movement, but only at the levelhainBlogical Form (PF);

94 provide representative examples of the strategy of mowepkis-ellipsis in each case. These are not
the only possible analyses for these phenomena. Analysie$dh not rely on moving the ‘remnant’ out
of an ellipsis site have also been proposed for gapping &émhga009) and for the preposition in swiping
(Ross 1969). While there seems to be a general consensusdliament is involved in the derivation of
pseudogapping, there is debate about the precise natunatoffovement; see e.g. Jayaseelan 1990 and
Takahashi 2004.
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at Logical Form (LF), fragments are interpretiedsitu. This argument is the one made
by Aoun & Benmamoun 1998 and Sauerland & Elbourne 2002 foil@irmnases of unin-
terpreted movement. Proposing that movement does take,dat only at the level of
PF, allows us to understand the conflicting evidence whictem®nt diagnostics show in

fragments.

4.2 Some challenges to the movement analysis of fragments
Merchant 2004 adduces a number of arguments for the presénoavement in frag-

ment constructions, most of which have already been redlewsection 2.2. In general

these arguments make a convincing case for a movement ti@nivaowever, in this sec-

tion, | review some evidence which appears to challenge Marts generalizations.

4.2.1 NPIs: licit fragments or not?

Merchant 2004 notes that negative polarity items (NPIs) diofront in English, but
that certain NPIs can front in certain other languages, sigchish. Merchant proposes
that there is a correlation between the NPIs which can fiantgrious languages) and the

NPIs which can be fragment answers.

(338)  NPIs cannot front in EnglisiMerchant’s (106))

a. Maxdidn’t read anything.
b. *Anything, Max didn’t read.

(339) (Merchant’s claim:) NPIs cannot be fragment answers in Eig{Merchant’s
(105))
A: What didn't Max read?
B: *Anything.
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(340)  The Irish NPIrud ar bith‘anything’ can front(Merchant’s (111), data attributed

to James McCloskey p.c.)

a. Rud ar bithni-or cheannaighmeé.
thingany NEG-PAST bought |
‘| didn’t buy anything.’
(341)  The Irish NPIrud ar bithcan be a fragment answé¥lerchant’s (112), data again
due to McCloskey p.c.)
a. Caid&a)cheannaight?

what C bought you
‘What did you buy?’

b. Rud ar bith.

thing any

‘Nothing.’
However, | believe that these data do not necessarily al®vo wonclude that movement
must be implicated in the generation of fragment answerstl¥zithe fact that NPI fronting
in English is ungrammatical does not lead us to the predi¢tiat NPIs should be ungram-
matical fragments. In general, the type of fronting whichrbhant proposes for the cre-
ation of fragments would be ungrammatical in non-elligtmantexts, as shown in (342).
While topicalization is licit in English, the fragments irajment answers are foci, not top-
ics; and focus movement to the clausal left periphery in Bhgt only licit in a restricted
set of cases, discussed by Prince 1981. Generally, erdiigtthg DPs, likechips cannot
front, as (342b) shows.

(342) What did you eat?

a. Chips.
b. *Chips, | ate t.
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As such, the putative ungrammaticality of NPI fragmentssduogt necessarily speak for or
against the fronting analysis of fragments; there may bera#asons why examples like
(339) are bad in English. And in fact, as pointed out by derkBriket al. 2000, Valmala
2007, there are a number of cases of NPI fragments which aeptable (their judgments

shown).

(343) (Valmala’s (23))

What doesn’t Max want to read? — Any mystery novels.

(344) (Den Dikken et al.’s (12h))
What didn’t John buy? — ?Any wine.

(345) a. Q: (I know some of the books that Max did read, but)MHBN'T he read?
A: Any books by Stephen King.
b. Q: Which files shouldn’t | delete?

A: Any of them!

| agree that Merchant’'s example wigmything given in (339) above, is ungrammatical.
However, | believe the source of this ungrammaticality i tacbe attributed to an illicit
fronting operation. Rather, the source of the problem isféoe that the question must
contain a negator (in order to provide a licensor for the MRte ellipsis site in the answer);
i.e. the question has to be of the fokithat didn't Max read? To my ear, such a negative
guestion is fairly infelicitous out of the blue, and ratha@sito be embedded in a context
such ad know some of the books that Mdid read, but whatdidn't he read? That is,

a contrast set of ‘things Max read’ needs to be establisheddar to make the question
felicitous in the first place. Given the existence of such atiast set, the reason for the
infelicity of the answeinythingin this context is not because NPIs cannot be fragments,

but rather because it would assert that the set of things Elac is empty, which conflicts
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with the requirements of the negative questidnAs den Dikken et al. 2000 point out,
when a context containing relevant things that Max did onditlbuy is provided, both the

guestion and the NPI fragment answer become much more apgsop

(346) (Den Dikken et al.s fn. 3, (i, ii), adapted)

a. John has returned with the shopping for the party. A and &wkitnat he
bought bread, cheese, olives, and juice, but suspect thaahiéorgotten
something.

b. A:What didn't he buy? B: Any wine.

| conclude from this that NPIs are not in general illicit aagments. Another piece of
evidence for this conclusion is the fact that NPI fragmentdiaensed in utterances which

are interpreted as questions:

(347) [A and B are at a party. A nods towards a figure whom henealbgnizes and
asks B:]

Anyone you know? (3sthat anyone you know%)

If NPIs can in general be fragments, this poses a problemhimmovement analysis of
fragments. The issue is not so much that NPIs do not move tib-pdapheral position in

non-elliptical cases; as discussed above, if the movermatysis of fragments is to have
any hope at all, we need to in some way loosen the constrainfisonis movement to the

left periphery in English, so we could imagine that whateseloing that work for us in the

9] do not know why this should contrast with the Irish case. ldwer, it is worth noting that there is no
negation in the question in (341). How the negation is tharstaed in the ellipsis site in order to license
the NPI is not clear; | won't try to address this issue here.

9%However, this example may represent the kind of ‘left-egi@nological deletion investigated by Napoli
1982, Weir 2012.

170



general case also extends to allowing NPIs to ffériEhe issue is, rather, that NPIs must

always be c-commanded by their licensing elements at sud@acture.

(348) a. The soda, he didn't drink.
b. *Any of the soda, he didn't drink.

If the surface structure of fragment answers are created dyement of NPIs to a left-
peripheral position, as in (349), then the NPI would not bmietmanded by a negative

element, and so the answers should be ungrammatical.

(349) a. What didn't he drink?
b. [cp Any of the soddp-hedidrtdrinkt]]

These facts would seem to suggest that the NPI fragment isastt for the purposes of
licensing, in a position below negation, and so appears tghwagainst an analysis in

which the fragment has moved.

4.2.2 Each...theother

Another way in which fragments pattern differently from fnmal’ cases of Amovement
comes from the behavior afachbinding the anaphothe other As (350) showsgach
appears to have to c-commatig otherat surface structure. Movement bleeds this rela-

tionship, and ungrammaticality results.

(350) a. Each of them hates the other.
b. *The other, each of them hates.
c. ??Which of the others does each of them hate?

d. ??It's the other that each of them hates.

However, no such result obtaindlife otheris given as a fragment answer, as (351) shows.

97Plausibly, for example, the reason that NPIs do not frontriglBh is that only topics front in English
(in the non-elliptical case), and NPIs cannot be topics, iastakidou 2002 argues.
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(351) Who does each of them hate? — The other.

This casts doubt on the hypothesis that movement is invotvéte derivation of (351).

4.2.3 Predicate fragment answers and inverse scope

Barss 1986 and Huang 1993 note that inverse scope is bled piredkcate fronting.

(352) a. John refused to teach every student.
(refuse> every, every> refuse)
b. ...and teach every student, John refused to.

(refuse> every, *every> refuse)

(352a) has a reading in which John made a refusal to teacheadittidents, but may have
agreed to teach some (refuseevery); (352a) also has an inverse scope reading in which
John flatly refused to tea@nystudent, that is, for every student, John refused to teath th
student (every- refuse)®® By contrast, (352b) only has the former of these readings.

However, in a predicate fragment answer, both scopes asiye¥

(353)  What did John refuse to do? — Teach every student.

(refuse> every, every> refuse)

This asymmetry between predicate fronting and fragmerde/ars casts doubt on the hy-

pothesis that movement is involved in the derivation of (353

9%8The example discussed by Huang 199&#ch every student, no-one willhave changed the example
because, in my idiolect, | find inverse scope even in the earsf this sentence without frontingo-one will
teach every studenti.e. the reading where no students get taught by anyondieuttito access, so | find it
difficult to judge if this reading is bled in predicate framg.

%This is my judgment, but there appears to be some speakativarion this. Jeremy Hartman (p.c.)
informs me that for him, (353) patterns with (352b) rathentli352a). |1 don’t have anything to say about the
source of this variation.
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4.2.4 Bare quantifier phrase answers

Merchant 2004 notes an objection to the movement-plupsidiiaccount of fragments,
attributing it to Chris Potts p.c. Postal 1993 notes thantjtiar phrases (‘bare’ quantifier
phrases, that is, those which do not include exceptive phrlke but Johnor relative
clause modifiers of their NP) do not undergo left-disloaatoEnglish. However, they are

perfectly acceptable as fragment answers.

(354)  a. ?PEveryone/Someonjethey interviewed t.
b. A:Who did you interview?

B: Everyone/Someoné®

It is possible that the source of the ungrammaticality offtibating examples in (354a)
has to do with information structure rather than restritcdimn movemenper se only

contrastive topics front in English (at least outside ofgpiue elliptical contexts such as
the movement-plus-ellipsis approach to fragments), andigps bare quantifiers just don’t
make good contrastive topics. However, these bare quastif@ntinue to be degraded

even when placed in focus-movement structures such as.cleft
(355) ??It waqeveryone/someonéhat they interviewed t.

Given this resistance of bare quantifiers to movement, thegraticality of the fragments

in (355b) presents the movement-plus-ellipsis approaétatpments with a problertf!

100Clearly the answesomeonéhere is very uncooperative, but it is obviously not ungraricaiin the
sense that the fronting example is.

10lMerchant also notes, again crediting Chris Potts p.c., Beatal 1998 claims that names cannot be
fronted; however, they can be perfectly good fragments:

0] a. ?7?Fido, they named him.
b. A:What did they name him?
B: Fido.

The problem here is that (ia) is not a good casé¢ogicalization that is, it cannot be pronounced with a
rise-fall-rise contour orrido. However, Prince 1981 gives (ia) (her 38a) as precisely a tawhichfocus
movements licit in English. That is, (ia) is grammatical with focal es (pitch accent) oRido and de-

173



425 Particles

Particles, or intransitive prepositions, do not move in lisig

(356) a. Helooked up
b. He breathed oxygen.in
c. Heturnedthe TV on

d. He moved the box inside

(357) a. *Up, he looked t.
b. *In, he breathed oxygen t.
c. *On, he turnedthe TV t.
d. #Inside, he moved the box t.

(only on irrelevant reading: while he was inside, he moveditbx.)

(358) a. *Itwas up that he looked t.
b. *It was in that he breathed oxygen t.
c. *ltwas on that he turned the TV t.

d. *It was inside that he moved the box t.
However, particles can be fragment answers.

(359) a. (i) Did helookup? — No, down.
(i)  Where did he look? — Down.
b. Do the aliens breathe xenon? — No, out.
c. Did he turn the TVON? — No, off.
d. (i) Did he move the boxnsIDE? — No, outside.

(i)  Where did he move the box? — Inside.

accenting on the rest of the sentence. Answers are foci, sustieh, | don'’t think that (i) constitutes an
argument against the movement-plus-ellipsis analysisagifient answers.
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Not all particles can do this: the split seems to be that glagiwhose interpretation is
transparent, as in (359), can be fragments, while partislesse interpretation forms a
non-compositional idiom with their verb (e.tet off = pardonJet down= disappointtake

over= come to controltake out= kill) cannot be fragments.

(360) a. Did he let the crimin@owN? — *No, off.

b. Did he take his business rivalsER? — *No, out.

These two classes (transparent and idiomatic) have beeerdtg show syntactic differ-
ences by Wurmbrand 2000. This seems to make a differencedthesor not the particles
involved can be fragments; | will return to this in sectiod.41dowever, given that particles
of either class cannot move in the presence of overt claysads, it is unexpected on a

movement analysis of fragments that cases like (359) shHmufzbssible.

4.3 Fragments and movement: the explananda
In the preceding section, we have seen that there are a naintyellenges to Merchant
2004’s arguments that movement is involved in the deriwatd fragments, which are

summarized below.

e Merchant claims that NPIs cannot be fragment answers (inigf)gand links this
to the fact that they cannot front (in English). Howevertaier NPlscanin fact be

fragment answers in English, although they are generaligotile.
e The othercannot move aboveachovertly, butthe otheris a licit fragment answer.

¢ Predicate fronting bleeds inverse scope relations, whédipate fragment answers

allow inverse scope relations.
e Bare quantifiers cannot move in English, but can be fragments

e Some particles and intransitive prepositions can be fragsnbut particles/intransitive

prepositions cannot move in English.
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However, there is a lot of evidence in favor of movement. Matthis evidence (Case
connectivity, the P-stranding generalization, etc.) wageced in chapter 2, and | will not
repeat it here. However, | will briefly review one argumentaay Merchant 2004. Recall

examples of this form (repeated from (21)).

(361) a. (Merchant 2004’s (89), adapted)
Did Abby vote for aGreen Partycandidate?

() *No, Reform Party. ( = Reform Partyhevetedforateandidate)
(i)  No, a Reform Party candidate. ( = A Reform Party cancistieveted

fort)
b. (Merchant's (137), adapted)
What should | do with the spinach?
(i) *Wash. ( = Washyeusheuldtit)
(i)  Wash it. ( = Wash ityeusheuldt)

Nouns in noun-noun compounds, and verbs (to the exclusithreafcomplements), cannot
undergo movement (at least notmovement). The fact that these elements also cannot be
fragment answers suggests that we might want to argue thagnmment is indeed involved
in the creation of fragments. Other examples which make #imespoint are repeated

below from (23), (24).

(362)  VPs can move and finite TPs cannot:

a. (He said he would make curry, and) [VP make curry] he shbuld

b.  (John will make curry, and) *[will make curry] Mary t, too.

(363) VPs can be answers and finite TPs cannot:

a. What will you do then? — Go to the beaketwill-+t.
b. What will you do then? — *Will go to the beadH.
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Data of this kind strongly imply that movemeistimplicated in the creation of fragments.
We appear to have a contradictory situation: by some didamsogragments appear to
move, while by other diagnostics, they do not. | proposewe&lbhat | believe to be the key

generalizations to take out of these diagnostics.

(364) If a string cannot be targeted by a phrasal movemeratpe even in princi-

plet®? it cannot appear as a fragment.

This generalization covers the fact that non-constitueatsiot be fragments, and the fact
that heads (such as parts of compound words) cannot eithisrg&neralization is a strong
argument for a form of movement being implicated in the ddion of fragment answers

in some way.

(365) If a constituent is generally capable of movement,£0DONTEXTUALLY PRE-
VENTED from moving in a given structure by dint of a structural coofagion
(such as, for example, being the complement of a P in nomaddihg lan-

guages), it cannot appear as a fragment.

This formulation is intended to capture the inability torext, for example, the complement
of a P in non-P-stranding languages, or a TP which is compiéneea C. These can be
considered under the rubric of ‘locality effects’. For exaey Abels 2003 argues that
complements of P cannot be extracted in non-P-strandirgueges because P is a phase
head in these languages; extraction of P’s complement woaNg to proceed through
[Spec, P] (to respect the ‘escape hatch’ property of phaadd)ebut this movement is too

‘short’, and is ruled out in these languages. Effects like sieem to block the availability

102Eyven in principle’ here means that the architecture of trengmar, as we understand it, does not allow
the string to move, and that this is true cross-linguistycdlhe idea is to separate non-constituents and heads,
which never undergo phrasal movement in any language, fnimgg like particles or complements of PPs,
which are immobile in certain languages, but mobile in athsuggesting that they are not immobile ‘in
principle’.
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of fragments. This generalization seems to suggest thaementis implicated in the

derivation of fragment&?

(366) For certainNTERPRETIVE purposes such asach. .. the othelinverse scope ef-
fects in predicate fronting, and NPI licensing, fragmerghdve as if they are in

their base position.

Movement bleedsach. .. the othelinverse scope in predicate fronting, and NPI licensing.
However, in fragments, these bleeding effects do not obtaiather words, fragments are
generallyinterpretedin their base position, even in cases where overt movement s
them to be interpreted in the position they are moved to. Shggests that — at least for

purposes of interpretation — fragments do not move.

4.4 The solution: fragments move at PF, but stay in situ at LF
4.4.1 Total reconstruction and movement at PF

The last generalization just discussed provides, | belidhakey to the puzzle. As far
as interpretation is concerned, fragments do not move. Meryvehe restrictions on what
can and cannot appear as fragments suggest that movemesheesliimplicated. | suggest
that this pattern tells us that fragments do undergo movérhetthat this movement only
takes place on the PF branch of the derivation. At LF, fragsstayin situ.

Consider NPI licensing, for example. While the precise dbmas on NPI licensing
are debated (whether the NPI has to be in a nonveridical@mvient, as argued by e.g.
Giannakidou 2011, or in a downward-entailing environmest,Ladusaw 1979 argues),

two things seem clear. NPIs must be in a particildamanticenvironment (downward

103The reader who is familiar with the literature on movemerd etipsis will have noticed that this for-
mulation skirts the issue of the interaction of fragmentthvislands. This is because the data surrounding
islands and fragments is very complex and has been the sobjmeich debate. In this section, | wish to put
this contested issue aside and focus on generalizatiorthvainé more clearly empirically secure. | address
this subject in more detail in section 4.5.
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entailing or whatever), and this must hold on the surfacat i@ (367a) is good but (367b)
(in which the object is above negation at surface structigr@pt (even though negation

presumably takes semantic scope over the entire sentence).

(367) a. Johndidn't eat any of the beans.

b. ??Any of the beans, John didn’t eat.

One way of understanding this is that the object has moved &position below negation
in (367b), and that every copy of an NPI must find itself in tloerect environment. In

(368), one copy of the object is not in the correct environinamd so is not licensed.
(368) ??Any of the beans [John didn’t eat any of the beans]

Each...the othecases can be considered the same way. If every copyeafthermust
be in the scope of a@ach then that means th#tie othercannot be fronted pastch even

though one copy remains in the scopesath the highest copy is ndf*

(369) a. *The other, each of them hates.

b. [The other [each of them [hates the other]]]

Crucially, these are LF-level considerations, conceriiimgling (in theeach...the other
case) and downward-entailingness or nonveridicality lfgn NPI-licensing case). If frag-
ments are not interpreted at a high position at LF, the probldiscussed above do not

arise, and we predict that e.g. NPIs dhd othercan be good fragments.

104\maribel Romero (p.c.) asks why this sort of explanation doesalso rule out cases where bound
pronouns reconstruct to their base positions, as in (i).

0] His; mother, every Italian mardikes t.

| don’t have an answer to whize otherdoes not even have tlogtionof reconstruction (i.e. non-interpretation
in a high position), while bound pronouns likésdo. The crucial point for me, however, is just the empirical
fact thatthe othercannot be moved above its binder, but that this effect disaggunder ellipsis.
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There are a number of ways of implementing this basic ide&. i@#a, consistent with
recent ‘single-output’ models of syntax, would hold thabteopies are made of a moved
fragment, but that different choices are made about howtarpret these two copies; the

higher copy is interpreted at PF (only), and the lower copgtisrpreted at LF (only}®®

(370) a. What did John eat? — Chipshnate.

b CP
DP CP
.
Chips C/\TP
DP TP
—
John T/\VP
/\
DP vP
— /\
John Vv VP
/\
V DP
|
ate chips

Higher copy ofchipsinterpreted at PF; lower copy @hipsinterpreted at
LF

| choose not to adopt this formulation here, however. Onsardor this is that on such
a view, it would essentially be a stipulation that the higbepy of the fragment is not
interpreted at LF. On recent ‘single-output’ proposalsrfmdeling movement, every part
of a structure is input to interpretatid®f. The fact that certain elements, such as DPs
which have undergone quantifier raisingndr-words, do not seem to be interpreted low, is

handled via a mechanism which alters the interpretatioh@fdwer copy(/ies) in a chain,

105 fact one could not tell if the lower copy was interpretedP& as it would be within an elided con-
stituent and therefore deleted at PF for independent reason

106Fyrther constraints are needed in order to ensure that e@lyopy (in the usual case) is interpreted at
PF. See Nunes 2004 for discussion.
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such as Fox’s Trace Conversion mechanism (Fox 1999, 2008 .i]illustrated briefly in
the examples below (the reader is referred to Fox for thel&thils of the Trace Conversion

procedure).

(371) a. Which book did John read?

(i) PF: Which book did John reaghichboeek

(i) LF after Trace Conversion of the lower copy:
Which bookAz [John read the book that ig

b. John read every book.

() PF:everyboeok John read every book
(Higher, QR’d copy of the DP not interpreted at PF)

(i) LF after Trace Conversion of the lower copy:

Every book\z [John read the book that i

Given this general view of how the process of movement warks single-output model,
saying that high copies of fragments (and only fragmeneshat interpreted at LF would
be a stipulation. We do not want to say that, in general, ¢karg which has moved
can choose not to be interpreted (or to be interpreted ttrdugce Conversion) in a high
position. If all kinds of moved copies can choose whetheratrthey are interpreted in a

high position, we don’t predict the badness of cases lik@)37

(372) a. ??Any of the beans, John didn’t eat.

b. *The other, each of them hates.

If there is a process whereby copies of NPIgha othercan fail to be interpreted (or can
be interpreted as their Trace-Converted variants) in h@ggitjpns, then it's not clear what
ends up ruling out the cases in (372). It would need to be kaitthese moved fragments
can fail to be interpreted (i.e. would obligatorily recamst) just in case they move for
ellipsis-related reasons. But it’'s not clear how ellipgisid feed obligatory reconstruction

in this way, on a single-output model: if PF and LF are simgtusly interpreting one
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single phrase marker with one single copy, how would LF ‘khtwfail to interpret a
higher fragment, just in case ellipsis was implicated irh@sing moved?

| propose an alternative formulation which derives the laoteipretation of fragments
without stipulation'®” This approach is basically the one taken by Sauerland & Etwou
2002 to facts similar to the ones discussed above, whichdhbeytotal reconstruction’:
cases in which a moved phrase can be ‘completely’ intergiietés base position. Sauer-

land & Elbourne have in mind raising cases like the below.
(373) An Austrian is likely [t to win the gold medal].

A sentence like (373) can be interpreted wlittely taking scope ovean Austrian(i.e.
the speaker does not have a particular Austrian in mind,Hak$ that someone or other
from Austria will win the gold medal). Sauerland & Elbourneimt out that contexts like
these license NPIs which appear to be above their licensstsface structure, such as the

below.
(374) A doctor with any reputation [is likely not to be [t aladile]]

But crucially in such cases theterpretationof the phrasea doctor with any reputation
has to be in its base position, beldikely; that is, (374) cannot be talking about a specific
doctor.

On this basis of this and other evidence, Sauerland & Ellmargue that phrases which
undergo ‘total reconstruction’ (such agloctor with any reputatiom (374)) have under-
gone PF-movement to their pronounced position, but at lé-jraerpreted as if they have

not moved. They argue that such cases argue for a derivhtigrmaodel’ theory of syn-

107] do not mean to suggest than possibleversion of the single-output model can derive the factseriesi
here. It is possible that further research and developnfensimgle-output model of syntax will discover a
principled reason why copies tie otheror NPIs need not be interpreted in their high positions igrnant
movement, but must be interpreted there (leading to ungatinatity) in e.g. topicalization. See section 5 of
Sauerland & Elbourne 2002 for some discussion. Howeveipgrdiscovery of such a reason, | adopt the
Y-model formulation given here.
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tactic structure; a model in which operations in the ‘narsmtax’ take place before a
branching point, at which the derivation is sent off to PF bRd

(375) Input
|

Narrow syntax/‘surface structure’

Phonological interpretation Logical interpretation

A movement that happens only at PF, but not at narrow synta¥,aloes not affect inter-
pretation.

| assume, along with Sauerland & Elbourne 2002, that the mewt operations which
are available along each branch (PF/LF) are fundamentalgame operations which are
available at narrow syntax. In particular, | assume thattteof things which movement
operates over remains the same — that is, essentially, nemterontinues to target syn-
tactically defined constituents rather than, say, lineedgtinuous substrings, or syllable
sequences, or things of that s8#.After ‘narrow syntax’, further syntactic operations can
take place along both the PF and LF branches of the tree, és thvo levels of PF and
LF do not ‘communicate’ with each other after the branchiogp and operations that are
performed along one ‘branch’ have no effect on the integti@t given to the syntactic
structure on the other ‘branch’.

Given this, | propose that the syntax of a fragment answeicttre at the point at
which the derivation branches into PF and LF resembles tlosvb@ simplify slightly by

collapsing vP and VP into a single phrase.)

108There may be displacement procedures which take place iphbeology ‘proper’ and derivationally
‘after’ the PF movement | envisage here, that is, movemehistwgenuinely do operate on substrings; some
approaches to clitic placement, for example. All | rely omehis the availability of a certain stage in the
derivation where operations on phrase markers have arn dfféonly at PF.
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(376) a. What did John eat? — Chips.
b. CP

At this point, the DRchipsis in situand is endowed with a [F(ocus)] feature. The comple-
mentizet®® bears the [E]-feature, which licenses ellipsis, followMgrchant 2001, 2004.
At this point neither of these features is doing any syntastirk. However, after the
structure is sent off to LF and PF, these features start évant. | propose that no further
transformations take place along the LF braf®iThat is, the LF of a fragment structure
looks just like (376b). However, at PF, | propose that therfferked DP does move.
Specifically, | follow a suggestion made by Yoshida et al.2€dr why-stripping cases
(such aslohn ate natto. Why nattd.? Their proposal builds on the notion of a Recover-
ability condition of the sort proposed by Pesetsky 1997. @&ssence of the condition is
this. The [E] feature instructs the phonology to deletettairealize all the material that
should be linearized in its TP complement. However, parhaf tnaterial — the DEehips
in this case — is marked with a [F]-feature. The phonologitrpretation of this feature
is a pitch accent and stress. However, the requirementdsssthe DP is at odds with the
requirement that the material within TP not be pronounceg@ropose that the way the

grammar resolves this conundrum is to allow PF to carry olast Fesort’” movement of

109 defer discussion of the precise nature of the head thashikearE]-feature until chapter 5.

110At least, not ones relevant for the derivation of the elgsithe structure. Other transformations which
occur at LF, such as quantifier raising, may still take place.
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an [F]-marked constituent to a position outside of the siipthe specifier position of the

head bearing the [E]-feature.

(377) CP
DPg CP
—
Chips C TP
/\
DP TP
—_
John T VP
/\
Vv DP
|
ate chips

This is a syntactic process. It targets constituents, ragtsimgs. It only targets constituents
which can in principle be moved (on which, see below). Andhit i principle allow pied-

piping, allowing for alternations such as the befdiv.

(378) a. Towhom did you give the book? — John./To John.

b. [cp Johnfrptgavethebooktet]]
C. [cp To Johnfrrtgavethebookt]]

In fact, in some cases pied-piping is obligatory, just asatila be in full clauses; for

example, if the focused phrase would otherwise undergd-dtahch extractiof*?

(379) How many students were asleep?

a. [ Every] student.

b. *[r Every].

111 will remain agnostic here about whether pied-piping iséainderstood as being a case of ‘percolation’
of focus marking to a higher constituent, or as taking plaaessme other mechanism; see Heck 2009, Cable
2012 for some recent discussion.

112This assumes that ellipsis cannot ‘rescue’ ungrammatisas of left-branch extraction in English, con-
tra Kennedy & Merchant 2000, Merchant 2001, but in line witlr®s et al. to appear. | discuss this in more
detail in section 4.5.
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c. [cpevery studenfrtwasasteep]]
d. *cpeveryfrrfortstudentjasastieep]]

(380) Which students did you talk to?

o

The E German] students.

O

. *[r German].

[cp the German studenfsytHalkedtot}]
. *[cp GermantrptHalkedtofprthe tstudents]]]

e

o

4.4.2 Exceptional movement

| claim that this movement is indeed syntactic, althoughlkies place on the PF ‘branch’
of syntax. However, | argue that it is not driven by featuneaking. It is driven entirely by
the need of PF to reconcile the instruction to elide TP withitistruction to stress anything
which is focus-marked. The only way PF can do this is by efitig@ constituent which is
focused — plus any material which it might need to pied-pipe a position outside of the
elided clause.

The last-resort nature of this process has the effect oficesg the movement to
co-occurring with ellipsis only. The ability of ellipsis forompt so-called ‘exceptional
movement’ is well known. It has been discussed for fragmestvars and pseudogapping
(Takahashi 2004, Fox & Pesetsky 2005); as discussed aboshjdé4 et al. 2013 extend it
to whystripping, as does Weir to appear; and Sailor & Thoms 201dnekit also to so-
called non-constituent coordination cases (likelked to John on Wednesday and Mary on
Thursday, which they analyze as involving ellipsis. Exceptionalvament, as the name
suggests, is a type of movement which occurs only in elljpssting it as a ‘last resort’
PF phenomenon, as is done above, lets us understand whyht b@gxceptional. It also
helps us understand a property of exceptional movemend igtBoone 2013: it only ever

moves a constituent to the immediate left of an ellipsis, sitefurther. That is, pseudo-
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gapping or fragment answers like those in (381) are granaadatbut those in (382) are

not.

(381) a. | eat curry more often than | de-[noodledvreatt}]
b. What did John eat? — Mary thinkgd the cookiegrrJdehnatet]].

(382) a. *leat curry more often than | noodlesektt.

b. What did John eat? — *Mary noodles thinkatJehnatet

Of course the movements in (382) are not licit outside opgdal contexts, but the point
is that neither are those in (381). Exceptional movemeritasvad in cases of ellipsis, as
(381) shows, but it can only go so f&f Boone 2013 offers an explanation of these facts in
terms of Fox & Pesetsky 2005’s Cyclic Linearization propsgaee also Takahashi 2004
for pseudogapping): exceptional movement is a countayebvement which creates
an inconsistent linearization of terminals. This incotesisy can be repaired if all the
material to the right of the moved fragment is deleted bysiti, but not if any such material
remains. As such, exceptional movement can only move phitasthe immediate left of

an ellipsis site, and no furthér While | won't review cyclic linearization accounts in

113This only applies teexceptionaimovement. If there are independent movement processes whit
move something out of an ellipsis site, they can move to dipasiurther to the left of the ellipsis site. So,
for example, in embedded fragments in some dialects of Duehfragment can appear to the left of the
embedding verb (Temmerman 2013b):

0] Wie dacht je dat de nieuwedirecteurzou worden?
whothoughtyouthatthenew director wouldbecome?
‘Who did you think would become the new director?’

a. lkhadgedachffom.
I hadthoughtTom

b. %lk hadTomgedacht.
I hadTomthought

But this is because the movement in (ib) is possible even imedliptical contexts for these speakers.

(i) %Ik hadTomgedachtat de nieuwedirecteurzou worden.
| hadTomthoughtthatthenew director would become

14T his also bears resemblance to Thoms 2010’s movement-teaseny of ellipsis licensing.
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detail here, we can see that the PF-only ‘last resort’” moveraralysis proposed here
bears a family resemblance to them, and accounts also fta¢hthat such movements are
‘exceptional’ in the sense that they only take place in &g constructions.

This view is at odds with the analysis proposed in Merchai®42@n which the [E]-
feature itself can attract and check the [F]-feature on tlseged constituent to escape the
ellipsis. It is also at odds with the analysis proposed inhRids 1997, 2001, adopted
and extended by Temmerman 2013b, in which an [F]-featureeekvin English. On this
proposal, a focused constituent can in principle move abmasyntax in English. How-
ever, Richards argues that the focused constituent hasandak feature. Richards argues
that at the PF interface, if two copies of a phrase are preg#nhthooses which one to
pronounce based on the presence of a strong feature; sodopéawh-phrases are pro-
nounced at the left periphery in English because they hagekeld a strong feature in that
position, while the copy left downstairs does not. Howeifeigcus features are weak in
English, PF will not receive unambiguous instructions dabehich copy of the focused

constituent to pronounce; the derivation will then crasRat

(383)  [rr Chipsro [1e he ate chips,]]
High and low copies both have weak features: PF does not knwahwio pro-

nounce, derivation crashes

If, however, the downstairs copy of the focused constitisetitleted by dint of being inside
an ellipsis site, PF does receive unambiguous instrucabosit which copy to pronounce

(it can only pronounce the upstairs copy).

(384)  [rp Chipsge [reheatechipsrsal]

High and low copies both have weak features, but the lowey m an ellipsis

site, so PF knows which one to pronounce and derivation cgasge
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One issue with this solution is that it seems to predict tingtfarm of deletion should be
able to license focus movement. This does not seem to be $iee lvawever; verb phrase

ellipsis, for example, does not license focus movementacetige of the clause.
(385) No no, it wasn't chips | ate. *QOKIES | did eateeekies.

However, this might be independently ruled out by the camstrequiring ellipsis of ‘as
much as possible’ if an ellipsis site contains a variableXElale: Takahashi & Fox 2005,
Merchant 2008, Hartman 2011). In addition, it may be the tiagethere are intermediate

landing sites in (385) which are not deleted by VPE, e.g.

(386) [Fe Cookies [p | did [\p coOkiesfyreateookies]]]]

So there would still be an intermediate copycobkieswith a weak feature, which is not
deleted by ellipsis; so there would not be unambiguoustostns to PF about which copy
of cookiesto pronounce.

| think that the true counterargument against this sort oppsal is that, if focus move-
mentis in general an option available to English (but is juded in non-elliptical construc-
tions for PF reasons), we do not have an understanding of mhfragment should not be
interpreted in its high position. If the putative focus mment in fragments is feature-
driven A-movement, just likavh-movement and topicalization, then it should pattern for
interpretive purposes just like those movements. Howetelpesn’t, as we have seen
above; NPI licensinggach. . . the othebinding, and inverse scope in predicate fronting are

all bled under topicalization, but not by fragments.

15Note that we couldn’t argue that focus generally gets imtsgul in its base position. Clefting, which is
a focus construction, bleeds NPI licensing aadh. . . the othein the same way as topicalization does (and
fragments do not):

0] a. *It's any of the natto that he didn’t eat.
b. ??It's the other that each of them hates.
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By contrast, on a proposal in which focus movement is not giyeavailable in
English, but is forced at PF only in elliptical constructotellipsis feeds (forces) PF-
movement’), we understand why this should be. The movernsdaking place only at PF,

to serve the needs of PF. It is not interpreted at LF, expigittie patterns which we see.

4.4.3 lIsitreally movement?

Having established this, we might wonder if we have eviddiocenovement at all
in fragments. Why talk of movement at PF (a contested natias)opposed to simply
saying that fragments do not move, and focused constitweithg ellipsis sites can be
pronounced?

The main reason for this is the correlation between phraggshwecan A-move and
phrases which can be fragments. This is not merely a catdgestriction (i.e. of the
form ‘heads cannot Amove and also cannot be fragments’). If this were so, we tigh
looking for a common reason why certain constituents cooldmove and also could not
be fragments. On some theories, for example, only phasesioae (as suggested by e.g.
Chomsky 2008:14). If it were also (independently) true trdy phases could be fragments
(for example), then we would have a common explanation ®cthrelation, and we would
not have evidence for movement being involved in the deawatf fragments.

However, in many cases certain constituents can nropenciple, but a certain struc-
tural configuration blocks them from moving. P-strandinigets are of this type, for ex-

ample (illustrated below for French).

(387) a. Quel étudiantas-tu  vu t?
which student have-youseen

b. Avecquel étudiantas-tu parle t?

with which student have-youspoken

Cc. *Quel étudiantas-tu  parlé avect?

which student have-youspokenwith
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As can be seen from (387a), the QRel étudiant'which student’ is capable of movement
in general. However, it cannot move when it is a complemeat®{see Abels 2003 for one
influential analysis of this fact). And in these structursch DPs also cannot be ellipsis
remnants (Merchant 2001’s P-stranding generalization)nufber of other such cases
have been discussed in section 2.2.2. It is these cases areichucial to the argument that
movement is involved in the derivation of fragments. It i dear how to derive the fact
that some phrases are not licit fragments just in case theklates in an antecedent are in
a particular (movement-forbidding) structural configiomaf without saying that fragments
are created by movement in the way discussed by Merchant 2004

Given such facts, | argue that an analysis of fragments irthvtiiey move — follow-
ing all the standard syntactic restrictions on movemerdh shat for example P-stranding
violations are not countenanced in languages where thispsssible — but in which this
movement only takes place at PF, can best account for thepiep of fragments. Frag-
ments are created by movement: facts like the P-strandingrgkzation show us that.
However, this movement is ‘exceptional’ (in the sense thdbes not take place outside
of elliptical constructions), and it does not seem to berprited at LF. Movement at PF
only, in order to move a focused constituent out of an eliggie, fits these facts.

This analysis suggests that the failure of particles to nfwveon-elliptical structures),
and the failure of bare quantifier phrases to front (in ndipt&tal structures), is an LF

problem, on a par with NPI licensing, inverse scope readiagdeach. . . the othelicens-
ing.

(388) a. *Off, he turned the TV.

b. *Everyone, he saw.

(389) a. Did he turn the TWN? — NoO,OFF.

b. Who did he see? — Everyone.
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Because particles and bare quantifier phrases are licinieats, and because | argue that
fragments are bona fide cases of movement (although movemméctt is not interpreted
at PF), the current analysis forces us to conclude that thielggm in (388) is one of in-
terpretation at LF. The reason particles and bare quastifi@n be fragments is because
ellipsis is the only environment in which left-peripherabnement can take place and not
be interpreted (i.e. the movement can take place only at PF).

Without a secure understanding of why particles and baretdigis do not move in
non-elliptical structures®, | cannot evaluate whether cases like (388), (389) constitu
problems for the present analysis. | would suggest thagngihie advantages of the PF-
only movement approach to fragments, we seek an LF-levebrefor the failure of cases
like (388). For the bare quantifier case, we might seek anaegpion in their status as
operators, as in Cinque 1995:ch. 3; but exploring this imitlet outside the scope of this
work.

A last note on particles: recall that not all cases of paticdould be good fragments,

as (390) shows.

(390) a. Did he let the crimin@owN? — *No, off.

b. Did he take his business rivalsER? — *No, out.

The particles which are not good fragments are those whieé ltgomatic interpretations
in combination with their verbs, as discussed in section54.Zhis follows quite nicely
from Wurmbrand 2000’s proposal that in idiomatic cases lgtessomeone down, let some-
one off, take something over, take someonetbatparticles are syntactically heads which
combine with Vs, while in the ‘transparent’, compositional cases li&ke the trash out,

turn the TV off the particles are PPs which form small clauses with the OQ&ctbHeads

16The issue is particularly mysterious given that particlsmove (in non-elliptical structures) in German,
for example, as discussed below. This would suggest thatrtidem is not merely with information structure
(e.g. particles can't be topicalized/focused, and so danftonted), as they can be fronted in German. | will
not have anything further to say here about the etiology efapparently English-specific ban on particle
fronting.
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don’t undergo A-movement, so on a Merchant 2004-style movement analyfiagrhents,
we don’t expect the ‘idiomatic’ particles to be possiblegireents. By contrast, PPs can un-
problematically be fragments, so if ‘transparent’ paeschre phrasal, we expect them to be
fragments too (even though even these transparent paréists do not seem to be mobile
outside of elliptical cases in English, for unclear rea3omkis is just what the data show.
It is bolstered further from the fact, reported by Wurmbr&@®0, that the ‘transparent’

particles in fact can front in German, but ‘idiomatic’ onesoot!’

(391) (Wurmbrand’s (12))

a. Auf hater dieTur tgemacht

openhashethedoor made
‘He opened the door'gufmacher to make open, transparent)

b.  Weg hater denBrief t geschickt

awayhashethe letter sent
‘He sent away/off the letter’

c. *Auf habensie dasStuckt gefuhrt

PRT have theythe piece performed
‘They performed the piece’a(iffuhren= to perform, lit. ‘to act out’, id-

iomatic)
d. *Auf hatsie die Suppet gegessen

PRT hasshethesoup eaten

7putting this down to a syntactic difference is not the comipie that Wurmbrand puts on these facts.
She argues that, because idiomatic particles do not catgribeaning of their own, they cannot be put in a
contrastive relationship, and so cannot be topicalize@oalfzed. It's not completely clear to me that this
is true, at least going by prosody: in an example like thewgibseems possible to put two particles in a
contrastive relationship, as indicated by stress placén@rerreceives a B-accent/rise-fall-rise contonut
receives an A-accent/falling tone.)

0] He doesn’t take his business rivalyER, he takes therouT.

Even if Wurmbrand’s explanation were right, it's not cleambe that it could extend to the fragment cases
(given that | am claiming that fragments do not underginderpretedmovement). However, the contrast in
the grammaticality of movement between the two sets ofgagtis the main issue of interest here, whatever
explanation is eventually found for it.
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‘She ate up the soupa(fessers to eat up, lit. ‘to eat out’, idiomatic)

The fact that particles which are mobile (at least in prifesips the German data in (391)
show) can be fragments, but particles which are immobil@ctbe, lends further support

to the notion that movement is involved in the creation offments.

4.4.4 Movement and economy

We want to understand why focus movement in English is astiito the PF side of
the derivation. We have evidence that this is the case, Beaaxceptional movement of
a fragment is not interpreted at LF, but it isn’t clear whytthdes out this movement at
narrow syntax. Above, | referred to focus movement as a fasort’ condition, which
is not feature-driven, but this is not a full answer: we stifint to understand why the
relevant movement — which does appear to be syntactic irenatwannot take place at
narrow syntax. We also want to understand why a Last Resorement is prompted at
all. Other alternatives to moving focused material out oéBipsis site are imaginable. For
example, one could imagine that the presence of focusedialatgthin the ellipsis site
simply blocks ellipsis. If this were true, this would pretdilcat we would simply never see
fragments.

| first present a way of thinking about the economy problenawiing on the idea
of Economy of Derivation (Chomsky 1995 and much subsequenk)vmovements are
barred unless there is a reason to do them. One reason mayched strong features
— this is the standard explanation fof-lovement in the narrow syntax. Another rea-
son might be to generate a particular interpretation: fangxe, quantifier raising at LF.
Another reason might be for prosodic/recoverability remsof the type discussed above:
material which has to be stressed cannot remain within gsalsite, and has to be moved

out of it.
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With this in place, we can imagine that a derivation procda@sthis. There are two
‘tracks’ of a derivation, PF and LF, and these both run comruly!'® A derivationa is
more economical than anoth@rf « involves fewer movement operations on both tracks.
A strong feature is one that must be checked on both tracks.e@kveature is one that
only needs to be checked on the LF track. Because it would i@ation of economy to
check a weak feature on the PF track as well, such checkingmtmehappen, and phrases
with weak features do not move at PF.

| assume that there is no feature which drives focus movemdanglish, whether a
strong or a weak feature. There is therefore no requirenoethd focus movement at LF;
and by economy, such movement therefoamnothappen at LF. However, in elliptical
constructions, focus movement is required to take placéatdsatisfy a need on the PF
side. This is a way of cashing out the intuition that excamlonovement in ellipsis takes
place ‘to satisfy the needs of PF': it is a movement that tgkase only on the PF track. If
it took place in ‘narrow syntax’ (that is, at both PF and LFE)yould violate Economy; it
has no reason to move at LF, and so such a derivation wouldsbeet®mnomical than one
in which the fragment moved at PF only.

In this way, focus movement only takes place on the PF ‘trackt at both LF and
PF. This gives us a handle on why the movement which creagmgnts, which is indeed
a syntactic movement, does not have interpretive effetttakes place at PF due to a
requirement to move focused phrases out of the domain gfsédli but there is nothing
driving this movement at LF, so fragments staitu at LF.

As for the question of why ellipsis is allowed to happen atalhy it is not simply
blocked by the presence of focused material inside thes@dlgite — | propose to think of it
this way. We could imagine both the pressure against movemEoonomy of Derivation

— and the pressure to elide a constituent whose sister isethavkh the [E] feature as

118 thank Kyle Johnson for suggesting the outlines of this sofuto me.
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constraints of a soft® The difference | would appeal to is that the constraint agfain
movement is violable in the correct configuration. We knois thust be the case, because
we do observe movement; what constrains movement is thatist mppen ‘as little as
possible’ consistent with achieving other goals of thewdgion (generally conceived of in
Minimalism as interpretability at the PF and LF interfaces)

By contrast, | suggest that the ‘constraint’ which the [Edttee imposes on its sister
(that it not be pronounced) is not violable. The sort of agglb have in mind is that
features which determine the morphophonological spetiban item — which is what the
[E] feature is, on the view of Merchant 2001 — do not generalignge depending on
context. For example, the [+Q] complementizer in Englisprenouncedf (or whethej,
but never ashat, regardless of environment. That is, the constraint or tha¢ says ‘spell
out a [+Q] complementizer af’ is not a violable one. | argue that the phonological effect
of the [E] feature is the same; if a structure contains an¢gture, then the complement of
that [E] feature must be silent at spellout; there cannotdoe@ions or violations.

Similarly, the ‘constraint’ that focused phrases must lwspunced is of a similar type:
it is ungrammatical to fail to pronounce (or to fail to giveqti accent to) a focused phrase,
and this constraint seems to be completely inviolable. Asafal am aware, there are
no cases in which constituents which represent new infeomatan fail to receive the
pitch accent characteristic of focus markiffysuch constituents cannot, for example, be
deaccented, and one might suppose #éafttiori they cannot be elided.

The upshot is that if the grammar constructs a sentence wbittains [E] in its numer-

ation, but in which the complement of [E] contains a focusehpe, there is a conflict: the

119 am talking somewhat metaphorically here. | do not mean ggest that we are ‘really’ dealing here
with constraints (as in e.g. the *®™E constraint in OT syntax), or that our model of grammar shddd
constraint-based (I remain agnostic on this issue); | pigtan this formulation to get the leading idea across
here.

129Modulo cases of ‘second occurrence focus’ such as thoseildegdn Partee 1991, 1999; these don't
get pitch accent, but even in such cases, recent work (Beaabr2007, among others) has argued that some
sort of accenting is realized by the phonology, although ithtontroversial.
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focused phrase needs to be pronounced, but the complen&jtradeds to be silent. One
logically possible way of resolving this conflict would bedweerride the requirement that
[E]'s complement be silenced — to simply not do ellipsis —&sif argue above, | suggest
that this is not actually possible; the requirement thatatplement of [E] be silent is
inviolable. If a derivation contains the [E] feature, thdlipsis is obligatory. Similarly,

it would be logically possible simply not to pronounce theused phrase, but this is also
actually impossible, as discussed above. The solutioni@ment. It would be preferable,
due to economy considerations, not to move the focused @faad so this movement does
not happen outside of elliptical contexts); but when thithis only way of fixing a con-
flict, then movement happens. This movement does represgalasion of Economy of
Derivation, but an acceptable one, as no other derivatinnscdve’ the problem of having
an F-marked constituent within a subtree marked for nomymmoiation by the [E] feature.
Economy is, however, respected as much as possible, in ds asuthe movement takes
place at PF only (as the ‘violation’ that it is ‘fixing’ is only problem at PF, not LF). This
explains why the movement is not semantically interpreted the movement does not
take place at LF).

To spell out the assumptions here more clearly, | assumertlazat elliptical construc-
tion, the [E] feature is present in the numeration — the wettired set of lexical items to
which the structure-building operation Merge is appliethg@sky 1995 et seq.) In non-
elliptical configurations, the [E]-feature is not in the nemation. The choice of items in
the numeration is ‘free’ —that is, both of the numeratior#d2@, (393a) are available to the
grammar (when constructing a sentence which answer¥\¢hg.ate the cakg?However,
this choice has implications for the phrase marker, andilis&ing, which is the eventual

output of the grammar, shown in (b, c).

(392) a. {Cg, Tjpasyy, JOhNr,, €at, the, cake
b. Phrase marker as sent to PF interface (simplified):

[cp [op JONNE.q] Ciy [P Tpast) [op JONNE(] [ve [v €at] [op the cake]]]]
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c. Linear string:John

(393) a. {C, Tpasy, JOhnge,, €at, the, cake
b. Phrase marker as sent to PF interface (simplified):

[cp C [P Tipast) [op JONNEe] [ve [v €at] [pp the cake]]]]

c. Linear string:John ate the cake

The first of these numerations will result in the linear gjrdohn(with ellipsis); the second

will result in the stringJohn ate the cakea non-elliptical string. Importantly, | am not
assuming that these two numerations and their associatetitens are in competition

with each other. If they were, we might assume that (393) dialways be the successful
derivation, as it is the most economical (there is no presguperform ellipsis and there-
fore no focus movement). Rather, for any given derivatiamanemy is calculated only

with respect to the numeration in that derivatigh.

That is, (392) is a possible numeration, and a combinatiacohomy conditions and
the fact that the [E] feature obligatorily elides its compent will dictate that the only
possible outcome of the derivation is one with PF-level focwovement and ellipsis — that
is, the stringJohn The fact that (393) is another possible numeration whigiresses the
same meaning (but which would be more economical) is novaekefor the computation
of the derivation in (392); the grammar’s ‘job’, when facedhw(392), is to construct the
most economical derivation it can given those words (and¥ielable constraint that [E]
silences its complement). That derivation is one which aimistfocus movement (to get
a focused phrase out of an ellipsis site), even though thieement violates Economy of

Derivation.

1211 am not suggesting that transderivational constraintgpterole in the grammar at all; there may well be
cases where one derivation is favored over another. Indegdd-new-words’ constraint discussed in section
3.7 is a transderivational one. | am only arguing that thisdsthe case for the syntactic considerations at
play here.
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This analysis aims to capture the fact that ellipsis is op@tidthat is, there is a choice
about whether the numeration contains the [E] feature o, bat if the [E] feature is in
the numeration, then this prompts obligatory focus movearaeRF; while this movement
violates economy considerations (as all movement operstim), it is the only way to
ensure that a focused phrase escapes an ellipsis site, stillifgreserving the obligatory
nature of the ellipsis of [E]'s complement.

If this sort of PF-only movement happens in elliptical constions, we might ask what
interaction it has with islands, and whether clausal @Bipan rescue island violations; in

the next section, | will consider this question.

4.5 Islands

If fragments could be shown to be sensitive to syntactiadsathis would be a good
piece of evidence in favor of a movement analysis of fragsemilerchant 2004 does
indeed argue that fragments show island sensitivity. T$at the correlate of a fragment
in an antecedent sentence is inside an island, the fragsiangrammatical.

This is difficult to show directly, as the questions requiescantecedents for such frag-
ment answers would themselves involve movement wafhavord out of an island, and

would be ungrammatical.
(394) *Who does Abby speak the same Balkan language (thp&aks?

To circumvent this problem, Merchant uses a techniquebated to Morgan 1973. A
polar question can be understood as an implicit constitgeestion if a rising intonation
is placed on the constituent being questioned, as (395)shbwhow the rising intonation

by placing a* before the constituent where the rise is placed.)

(395)  (Merchant's (84))

a. Does Abby speak”[Greek] fluently?

b. No, she speak&lbanianfluently.
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c. No,Albanian

If such arise is placed on a constituent inside an islanadh €896a), the full clausal answer

is acceptable. However, the fragment answer (Merchannsleis not.

(396) (Merchant's (87), slightly adapted; his judgments)
a. Does Abby speak the same Balkan language tf{8en] speaks?
b. No, she speaks the same Balkan languagedhatlie speaks.

c. *No, Charlie.

Similar examples can be adduced for other cases in whichdtrelate of the fragment

answer is inside an island:

(397)  (Merchant’s (88, 89, 90); his judgments)
a. Did Ben leave the party becaugsgAbby] wouldn’'t dance with him?
*No, Beth (adjunct island)
b. Did Abby get "['The Cat in the Hat’] and ‘Goodnight Gorilla’ for her
nephew for his birthday? (coordinate structure)
*No, ‘The Lorax’ (intended: ‘No, Abby got ‘The Lorax’ and ‘Goodnight

Gorilla’ for her nephew for his birthday.’)

Merchant argues that the movement-plus-ellipsis accofifitagment answers accounts
for this contrast. In an elliptical sentence like (398ag ftagment has not moved from an
island and so is licit. However, in an elliptical sentende [{(398b), the fragment would

have moved from an island; the resultant violation rulestibatfragment.

(398) a. Did Abby claim she speaks[Greek] fluently?

No, Albanianfsheelaimedshespeaks-fluently]
b. Does Abby speak the same Balkan language #{&en] speaks?

*No, CharliefshespeakshesameBalkarlanrguagahattspeaks]
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One issue Merchant has to tackle is that sluicing, which ki@n¢ analyzes as the same
form of TP ellipsis as fragment answers (Merchant 2001)ast loesnot seem to show
the same sort of island sensitivity, as first noted by Ros9198at is, sluicing versions of
sentences similar to the above examples are grammatieal flegugh the putative elliptical

sources contain island violations.

(399) a. Abby speaks the same Balkan language that someuthés(room) speaks,
but I’'m not sure wheshespeakshesamdanguagdahattspeaks.

b. Ben left the party because someone wouldn’t dance with butl’'m not

sure whoBenleftthepartybecausa-wouldr'tdancewith-him.

Merchant accounts for this by adopting a version of the P8rthef islands, and suggesting
that the movements involved in generating sluices alloipsB to ‘void’ island violations
in a way that the movements involved in generating fragmaswars do not. | refer the
reader to Merchant 2004 for the full details.

However, the empirical facts concerning island sensytiwitfragments have been the
subject of debate. Stainton 2006b has already pointed atitlibre appear to be certain
techniques for circumventing the apparent island-sefitsitiOne of these ways is to use a
special register of English which leaweb-words in situ; this is a register which is used in

quiz show programs, for example.

(400) (Stainton 2006b:p. 138, adapted)
Q: The Pope’s favorite cocktail is made of beer and what atiggedient?

A: Tomato juice.

Note that the correlate of the fragment answer in the questwhat other ingredient’,
is here within a coordination structure and is so immobilevahiant of this question in
which thewh-word is extracted would be ungrammaticalvVhat ingredient is the Pope’s
favorite cocktail made of beer and ©n the movement analysis of fragments, the answer

tomato juiceshould therefore also be ungrammatical: the predictecttstrel would be
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[Tomato juicefthe Pope'sfaveritecocktaitismadeotbeerandt}], which contains an island

violation. Similar amelioration by the use wh-in-situ ‘quiz show English’ can be shown

for other islands:

(401) a. Q: Abby speaks the same Balkan language that whirghn otember of her
family speaks®?
A: Ben.
b. Q: Ben left the party because which member of the churchabrefused
to dance with him?

A: Abby.

And, in a similar vein, if the correlate of the fragment in tr@ecedent is an indefinite,
the sentences are again grammatical with no hint of islaokhton (this fact is noted in

Griffiths & Liptak 2014):

(402) a. A: The Pope’s favorite cocktail is made of beer andetbing else.
B: Tomato juice.
b. A: Abby speaks the same Balkan language that someoneigirrabm)
speaks.
B: (Yes,) Ben.
c. A:Ben left the party because someone refused to dancehimith

B: (Yes,) Abby.

| would add that there are some examples, in which the coerefathe fragment is inside
an island, where fragment answers do not sound so bad eventhsi‘implied constituent
question’ technique. Griffiths & Liptak 2014 and and Barebsl. to appear report similar

results.

122For some reason, possibly related to the facts noted in $kgs&987, leavingvh-words in situ in this
register is rather easier fovhich NPconstructions than ‘barevh-words such asvho or what | therefore
change the foregoing examples to this extent.
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(403) a. Q: Do they grant scholarships to students that stiBpanish]?
A: No, French. (relative clause)
b. Q: Do you take milk ang”[honey] in your tea?

A: No, sugatr. (coordinate structure)

In addition to this data, Griffiths & Liptak 2014 have arguédtcontrastivefragment an-
swers (ones where the fragment contrasts with a focusedlatarin the antecedent) are
island-sensitive, while non-contrastive fragments (whée correlate in the antecedent is

an indefinite) are island-insensitive. The below are thed; 49), slightly adapted.

(404)  A:lhearthat Abby is likely to get mad if one of the guysrh your syntax class

speaks to Mary.

B: Yeah, Bill. (non-contrastive fragment)

(405) A: | hear that Abby is likely to get mad ifB\ speaks to Mary.

B: */#No, Bill. (contrastive fragment)
The same facts hold for sluicing, as Merchant 2008 noteq%Ris)):

(406) *The radio played a song thatNRs0 wrote, but | don’t know who elstheradio
playedasongthatt wrote.

How to make sense of this data? One tack, already discussedtion 3.7, first suggested
by Pollman 1975, Erteschik-Shir 1977 and recently takenyuBdsros et al. to appear, has
been to suggest that in many of the acceptable cases of appaasnd violations, in fact
the elided sentence is not the full antecedent, but rathelt@mative source such as a cleft.
On this view, ellipsis has no special power to amnesty islaaltions: it’s just that what
is in the ellipsis site is not what is in the antecedent. Whahithe antecedent is a cleft
or other ‘short source’, and because there is no islandtiaol&nvolved in extraction from

these sentences, there is no island violation in the edligise.
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(407) a. Abby speaks the same Balkan language that someuthés(room) speaks,
but I'm not sure whatis.
b. Ben left the party because someone wouldn’t dance with bunl’'m not

sure whot-was.
This can explain a number of the fragment answer cases, too.

(408) a. Abby speaks the same Balkan language that someunthés(room) speaks.
Yeah, Bentis.
b. The Pope’s favorite cocktail is made of beer and what?

Tomato juiceitis.

The availability of this possibility makes diagnosing sl in ellipsis sites very difficult.
Once we have dropped the requirement that there be stritacimisomorphism between
ellipsis site and antecedent (and there seem to be goochsetsdrop this requirement, as
reviewed in section 3.7), we have great difficulty determgnivhat is in the ellipsis site.

| do not want here to offer any definitive answers about whreftlausal) ellipsis can
amnesty island violations or not. | do, however, want toroéféew observations about the
difficulties that are faced just in trying to tackle this qties in the first place.

The first observation is that a distinction should be drawwben cases of domains
out of which movement is impossible, on the one hand, andtstral configurations which
block aspecificconstituent from moving, on the other. The former is what Il wall
‘islands’; the latter | will call ‘frozen constituents’. Is possible to have a configuration
where there is no ‘island’ — that is, no domain out of which ast@uent cannot move —
and yet a particular constituent is frozen in place. Preamosstranding is a clear case of
this. In non-P-stranding languages, the complement of pggigon cannot itself move,
but that does not make it an island — subextraction is passalsithe below examples from

Abels 2003 show.

204



(409) Abels’ (194, 195): P-stranding barred in Russian

a. Otcegosleduetotkazat'sja?

of whatfollows give up-self
‘What should one give up?’

b. *Cegosleduetotkazat'sja ot?
what follows give up-selfof

(410) Abels’ (196, 197): Extraction from PPs OK in Russian

a. Sleduebtkazat'sja [pp Ot vsjaCeskih pretenzijjnamonopoliju
follows give up-self  of whatsoevehopes on monopoly
istoriceskogananijal].

historical  knowledge
‘One has to give up all hopes on a monopoly on historical kedgé.’

b. 7?[Nacto] sleduetotkazat’sja [pp Ot vsjaCeskih pretenzijt]
on whatfollows give up-self  of whatsoevehopes
‘What should one give up all hopes for?’
By contrast, an environment like an adjunct clause is amdsia the sense in which | am
using the term here: elements cannot move out of an adjusmasel
The distinction is important, because no-one has ever gaapthat e.g. extraction from
the complement of a P (in a language where this is illicit) barrepaired by ellipsis. It
clearly cannot be, or Merchant 2001 would not have discal/ére P-stranding generaliza-
tion, which states that this precisely does not occur.
The point is particularly important in the light of Barrosadt to appear’s argument
against the ability of ellipsis to amnesty left-branch agtions. On the basis of examples
like (411), (412), it has generally been thought that clhaligsis has the power to repair

otherwise lllicit left-branch extraction.

(411) a. She married a tall man, but I'm not sure how tall.

b. *She married a tall man, but I'm not sure how tall she mdrag¢ man.
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(412) a. Did she buy a*green car? — ?No, blue. (Barros et al. to appear’s (35))

b. *Blue, she bought a car.

Barros et al. to appear point out that while cases like (4B2a)grammatical, cases like

(413) are not (example mine).
(413) Did you hire anexperienced composer? — *No, budding.

The important point is that (412) allows for a short sourcéhim ellipsis site, but (413) —

becausduddingcannot appear in predicative position — cannot.

(414) a. Did she buy a*green car? — No, it's blue.

b. Did you hire an"experienced composer? — *No, he’s budding.

Left-branch extractions, they conclude, are not amnediiedllipsis: in cases where it
looks as if they are, this is actually a case of eliding a difit structure. In cases where
this is ruled out, as in (413), the ‘repair’ becomes impdssib

It's clear from data like (413) that ellipsis does not have gleneral power to render all
ungrammatical movements grammatical, and we know thisfedso the P-stranding gen-
eralization. However, what is less clear is whether eligsin repair islands in thrarrower
sense —that is, the sense in which adjuncts, subjects etislands. Left-branch extraction
is plausibly a case of ‘frozen constituents’ rather thaaridk in the sense adopted here
(see e.g. BoSkovit 2005). So what the above data (whickieageclear) tell us is that left-
branch extraction patterns with P-stranding. It does notvdver, directly disconfirm the
hypothesis that ellipsis can repair island violations & mlarrower sense of ‘island’.

Barros et al. to appear argue that ellipsis cannot repands in this sense either, on

the basis of data similar to that originally adduced by Mara2004.

(415) Does Abby speak the same Balkan language tt2¢n speaks?

a. *No, Charlie.

b. *No, it's Charlie.
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c. *No, Charlie speaks it.

d. *Charlie, Abby speaks the same Balkan language (thaBaksp

The ellipsis in (415a) is ungrammatical because the p@asivort sources’ (415b, c) are
infelicitous, and the ‘long source’ (415d) is an island wixdn. If island violations are
repaired by ellipsis, the grammaticality of (415a) would be expected?®

This, however, brings me to my second observation. If we apD-GIVENNess
as a condition on ellipsis — that is, a condition which maleference, not (merely) to
preceding linguistic material, but to a property of the disse context — then it becomes
very difficult to know whether a given ungrammatical case lbpgs is ungrammatical
because it is island-violating, or ungrammatical becaheealiscourse does not license the
ellipsis (i.e. QUD&IVENNess is not met). Take, for example, the adjunct-islandatiiuy

case in (416).

(416) Does Abby speak the same Balkan language tHBen] speaks?
*No, CharlieAbby-speakdhesameBatkanlanguagahattspeaks.

This sort of example is argued to show that fragments aredstensitive. However, |
would argue that in (416), even with the rising intonatioagad orBen the most salient
reading is one in which the speaker is interested in whichlages Abby speaks. Wanting
to know which languages a person speaks is a natural thingribtey know; it is somewhat
less natural to be interested in which pairs of people sgeagdme language. It's plausible,
then, that the QUD in (415) is therefovghich languages does Abby spealhe ellipsis

condition in that case would not license the fragm@hérlie on its own, as shown below.

123N ote that, as Barros to appear argues, this explains treelifte between non-contrastive and contrastive
fragments noted by Griffiths & Liptak 2014: non-contrastéases do allow a short source.

0] Abby speak the same Balkan language that someone heaksspe

a. Yes, Charlie.
b.  Yes,it's Charlie./Charlie speaks it.
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(417) a. Ellipsis conditiont JQUD < |J[E]"
b. QUD: Which languages does Abby speak?
| JQUD= dz € language. Abby speaks:
c. E = Abby speaks the same Balkan language th@harlie] speaks.
UIE]¥ = 3x. Abby speaks the same Balkan language thspeaks

No mutual entailment, therefore ellipsis not licensed.

Note that a fragment answer which does specify a langisalgst in this context, even if
the focus in the question is den(and not the full phrasthe same Balkan language that
Ben speakd?*, further suggesting that the QUD in this context conceredahguages that

Abby speaks, rather than who she speaks the same language as.

(418) a. Does Abby speak the same Balkan languageAti@en] speaks?

b. No, Slovenian. (Ben speaks Macedonian.)

(419) a. QUD: Which languages does Abby speak?
JQUD= dz € language. Abby speaks:
b. E = Abby speaks{Slovenian].
UIE]" = Jz. Abby speaks:

Mutual entailment satisfied, so ellipsis licenséd.

Note further that if the context is extended to make it clbat the Question under Discus-
sionis about pairs of people that speak the same language, ra#mejuist which languages

Abby speaks, then to my ear, the island-violating fragmesteer improves:

(420) Context: We have before us lots of people. We know tiedd people are made

up of lots of pairs of people who speak the same language dsather and

124 acts of this sort are also noted by Griffiths & Liptak 2014.

125 haven't indicated the restriction to languages for thestitially closed variable in (419b); this would
come about via the contextual restriction on focus altérastdiscussed in section 3.4.4.
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who do not speak the same language as anyone else. (l.e. daivaay both
speak English and nothing else, Jan and Peter both speak Baottnothing
else, etc.) A and B are playing a game where A is trying to gudssh people
belong to which pair. A's just trying to guess the right pag$, though; the actual
languages they speak is irrelevant to him, all that’s releisathat the people in
the pair speak the same language. B knows the pairings ah@mngiver A's
questions. A had already worked out that Abby and Charlieevagpair a while

ago, but had forgotten this.

a. Does Abby speak the same language thf@en] speaks?

b. No, Charlie. (You'd already worked that pairing out, renter?)

The context in (420) is an attempt to make clear that the @areshder Discussion has to
do with the people that Abby speaks the same language asr thtin the actual language

Abby speaks. As such, the fragment answer passes the QUHd-bamantic condition:

(421) a. QUD=~ Which person is such that Abby speaks the same languagexthat
speaks?
JQUD = 3z.Abby speaks the same language thapeaks
b. E = Abby speaks the same language th&larlie] speaks.
UIE]" = 3x. Abby speaks the same language thapeaks.

Mutual entailment satisfied, so ellipsis licensed.

As can be seen from the lengthy context provided in (420gkie$ a lot of work to make the
appropriate QUD salient in these cases. This provides aoodfin these cases. If cases
like (420) are an improvement, they suggest that perhapssislican ameliorate islands

after all. Note that ‘short sources’ do not seem very good#dj, at least to my ear:

(422) a. ??No, it's Charlie.

b. ??No, Charlie speaks it.
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It should be noted here, however, that many of the judgmesrts are very difficult.
For this reason | do not want to make any definitive claims abweipower of ellipsis to
amnesty islands, or otherwise. This is a topic which will mulok continue to be debated
fiercely in the literature. The main point | wish to make heyehat once syntactic iso-
morphism is abandoned as a hard requirement, and if the sieraatecedence condition
for clausal ellipsis is based on discourse/the QUD — bothlatware conclusions which
the present work argues for — then the task of working out kadrea given ellipsis site
contains an island or not becomes extremely hard, and so§radi answer to the question
of whether ellipsis amnesties island violations is alsoerely difficult.

My last observation, however, is to note some data which rogpart the view that

ellipsis can amnesty island violations. Consider casesthk below.

(423) He bought a new phone.

a. Ohreally? With what features?

b. ...butl don’t know with what features.

(424) He bought a new phone.

a. Yeah —with 4G, too.
b. Yeah, | think with 4G, even.

The elliptical cases above are good. However, theisle-phrases cannot move in non-

elliptical environmentd2°

(425) a. *With what features did he buy [a phone t]?
b. *With 4G, he bought [a phone t].

126These are grammatical on irrelevant readings, where tharésaor 4G are what was used to buy the
phone. | am targeting the reading where the PP is interpest@dodifying the DR phone
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If the inability to extract thisvith-PP is an island effect, then the availability of the eltpti
cases may suggest that this is being repaired by ellipsige that no ‘short source’ is

available for these examples.

(426) He bought a new phone.

a. ??With what features is it?
b. *With what features did he buy it?

c. *With what features does it have?

It is possible that these cases can be given an alternatplar&tion to island repair. |
won't take up this theme in detail here, but merely put thedat record’ in the hope that

they will stimulate further debate about whether ellipsia cepair island$?’

4.6 Conclusion

In this chapter | have argued, following Merchant 2004, thegments are created via
the movement of a focused constituent to a left-peripheysitjon in the clause, following
which the rest of the clause undergoes ellipsis. Howeveavkehargued that this move-
ment is not interpreted, and does not take place at LF. Rathsra PF-only movement,
driven by the requirement to move a stressed constituenbfotite domain of ellipsis.
It is not feature-driven, but rather belongs to a class oepkonal movements to which
some other elliptical phenomena (such as pseudogappidga@ssibly also gapping and
non-constituent coordination) may also belong. This atlos to understand why the sort
of focus movement postulated for fragments only takes plaedliptical constructions in

English: this sort of movement is one thatisvenby ellipsis.

1277 preliminary investigation suggests that the facts in (42826) also hold for French and German
(thanks to Magda Oiry, Jéeremy Pasquereau, and StefareKemjudgments). However, in French, the
judgments were slightly murky about whether cases like 2% bad, so at least French data may not bear
on the issue, and | haven't tried to try detailed conclusifons these judgments.
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In this chapter, | have only considered movement to the kfpbery of matrix clauses.
However, nothing in principle should rule out movement afjiments to the left periphery
of embedded clauses. It turns out, however, that there smeBting constraints in English.

on when this can happen and when it cannot. These constemtthe subject of the

following chapter.
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CHAPTER 5
EMBEDDING FRAGMENTS

5.1 Introduction

Given the analysis provided of fragments as clausal edlipdhat is, a process similar
to sluicing except that the elliptical remnant is a focusbdape rather than wh-phrase
— we might expect that fragments can appear in embeddedxtent8luicing is clearly

possible in embedded contexts:

(427) Someone left.

a. | wonder whdeft.

b. | found out whdeft.

Are fragments possible in embedded contexts? Stainton®@@8wers this question in the

negative, on the basis of cases like the below.

(428) Who left?
a. *|think that Johreft.
b. *I wonder if Johnleft.

c. *l don’t know whether Johieft.

The ungrammaticality of such cases forms part of Staintoa&e that fragments do not
involve ellipsis of a clause; if they did, argues Staintom, stiould expect to see them in

embedded contexts.
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However, note the following range of datA.

(429)  Who left?
a. | think John.
b. Ibelieve John.
c. |hope John.
d. Iwas told John.
e. |said John.
f. I suppose John.

g. |suspectJohn.

(430)  Who left?

Mary {thinks/believes/hopes/was told/said/suspects/sugpdsan.

(431) Where did he go?

| {think/believe/hope/was told/said/suspect/supposéaris.

(432) Whose car is that?

| {think/believe/hope/was told/said/suspect/suppdséin’s (car).

In addition to the constructed data above, | adduce belownabeu of ‘live’ attested

cases of apparent embedding of a fragment answer.

1283tainton also notes that cases like the below are gramrhgiichl6).

0] What can we have for dinner?

a. We hope strawberries.
b. Ifyou're on a diet, then strawberries.

Stainton says that these represent exceptions: the gizadimal is that fragments cannot embed. However,
no theory is given of why cases like (i) are possible at allill argue that cases like (i) represent the correct
generalization, and cases like (428) are to be ruled outtf@raeasons.
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(433)

(434)

(435)

(436)

[TV quiz show prograriVas It Something | Sai€hannel 4 (UK), Nov. 24, 2013.
Context: two teams are given a quote and asked to guess whib.kai

Moderator: OK, syou[gestures at one team] think Donald Trudzp.

[Context: The author’s parents and the author, duedisagreement about how
many words an average manuscript page contains, and theflackiord count
feature on the author'sTgX editor, are trying to work out how many words of
dissertation the author had written up to that point. Jard142

Author’s mother: So Andrew thinks 40,00

[BBC TV programSherlock episode ‘The Empty Hearse’, broadcast Jan. 1,
2014.]
Mrs. Hudson: Have you set a date [for your wedding — AW]?

Mary Morstan: Well, we thought May.

[Documentary28 Up Granada Studios (UK), 1984. Context: the director is
interviewing Suzy at age 28, having last spoken to her whemsts 21. She has,
between those ages, married a man called Rupert.]

Director: When | last saw you at 21, you were nervous; you wheen smoking.
You were uptight. And now you seem happy. What's happeneduayer these
last 7 years?

Suzy: | suppose Rupert.

129Note that in this case, the overt antecedafhio said thisPwhile it had been said at some point, had not
been uttered at a time immediately preceding the modesatttérance here. This is support for the QUD-
based antecedence condition on clausal ellipsis defendstthipter 3; while there is no immediate linguistic
antecedent for the question ‘Who said this’, that Questiothen Discussion is very salient in the context of
the object of the game being played.

130This was a very large overestimate.
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(437)  [Comment on the websitéfehacket]
I’m not sure how many fast food employees comment on Lifebgakough. |

hope a lot!

All of these cases seem to show a remnant of ellipsis undemdée@ding verb likehink,
believe, was toleétc. The cases in (430), and (433)—(435), show that the cutgam be
other than the speak&® The cases in (431) and (432) are intended to show the form-
matching effects (preposition pied-piping and genitiveecenarking, respectively) which
suggest that these fragments are indeed the result of maviragment out of an elided
clause. In addition, we can see that Merchant’s P-strangimgralization is observed in
embedded fragment answers in Dutch (Temmerman 2013b)e frégment’s correlate in

an antecedent is the complement of a preposition, then digenent answer must contain

that preposition, as Dutch does not allow preposition sliramn

(438) (Temmerman 2013b’s (21), adapted)

a. *(Naar)wie is Greg(*naar)aanhetkijken?

at whois Gregat on it look
‘(At) who(m) is Greg looking (at)?’

(P-stranding forbidden in question)
b. lkzou denken?*(naar)Lisa.
| wouldthink at Lisa
‘I would think (at) Lisa.’
Such data suggest that there is a strong case that fragmemisssible in what look like

embedded environments. However, there may still be rededresskeptical. In the follow-

Blnttp:/Nlifehacker.com/by-virtue-of-commenting-on-li fehacker
-you-are-one-of-t-1533459492

132This is contra judgments in Temmerman 2013b, who claimsahseés like this are ungrammatical. See
discussion below.
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ing section, | give further reasons to believe that fragmeliotindeed appear in embedded

environments.

5.2 Embedded fragments are embedded
5.2.1 Distinguishing embedded fragments from direct speéc

A first hypothesis might be that the supposedly embeddednfeats shown above do
not in fact contain ‘true’ syntactic embedding, but are eattiirect speech reports, of the

sort below.

(439) a. | thoughtto myself, ‘am | going mad?’
b. John asked me when | was leaving, and | said ‘I'll leave toow'.

c. Billwas told ‘you're an idiot’.

(440) Who left?
a. |was told ‘John'.

b. 1think ‘John’.

etc.

As can be seen from (429), many of the verbs which are repaliede as embedding frag-
ments can also take complements which are direct, quotestpe&Could the embedded
fragments be of the sort shown in (440)? If so, these wouldaeatases of genuine embed-
ded clausal ellipsis, but rather cases in which a speechoataioing amatrix fragment is

taken as complement by a verb which can do this.

(441) Who left?
| was told ‘Johnleft’.

However, there are reasons to believe that fragments unelse verbs have a reading which

is not direct speech. One obvious reason is that not all ofeéhes which embed fragments
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can embed quoted speech. We can show this by attemptingfayipeguotative inversion

(Collins & Branigan 1997).

(442) Who left?
Mary {thought/believed/hoped/was told/said/suspected/sgmpdohn.

(443)  John left{thought/??believed/?*hoped/said/?*suspected/?*ssaghpdlary.133

Another reason to think that fragments are not direct speegbrts is that indexical
shift is possible. In direct speech reports, as in (444)exichls such as the pronouns
I, youand temporal and locative expressions suctoasorrow, now, herdave the value
which they had in the context of the speech event being reporHowever, in indirect
speech reports, these indexicals shift and take the valighwiiney have at the time of the

matrix utterance, as shown in (445).

(444) a. Mary said ‘I'm an idiot’. (= Mary)
b. Two days ago, Mary was told ‘Hand your essay in tomorrowomorrow
= the day after the reported speech event took place, i.edapbeforethe
matrix utterance)

c. When she was in Paris, Mary said ‘I would like to live he(@&ere= Paris)

(445) a. Mary said that | was an idiotl. £ matrix speaker, not Mary)
b. Two days ago, Mary was told to hand her essay in tomorrawmdgrrow=
the day after the matrix utterance, i.e. three days afteraperted speech

event)

133There is an confound wittell; constructions with indirect objects are independentigwn to be bad in
guotative inversion:

(0 (from Collins & Branigan 1997's (44, 45))

a. ‘The wind is too strong’, the navigator told the skipper.
b. *The wind is too strong’, told the navigator the skipper.
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c. When she was in Paris, Mary said that she would like to leehpere=

wherever the matrix speech act is taking place, which neetien@aris)

Embedded fragments allow for the shifted reading of indasicThis shows that such frag-
ments can not (solely* be analyzed as embedding direct speech: indirect speetingsa

are also possible, suggesting that there is true clausat@dirg in these examples.

(446) a. A:Who'sanidiot?
B: Mary said me. he= the matrix speaker)
b. A:When should we hand in the essay?
B: Two days ago, the instructor said tomorrow.
(tomorrow= day after matrix utterance)
c. A:Where should one live?
B: When she was in Paris, Mary said here.

(here=location of matrix utterance)

5.2.2 Distinguishing embedded fragments from parenthetals
It has been suggested, e.g. by Temmerman 2013b, that inrfdmdzled fragment
answers are not licit in English. Cases like the above, Temmae argues, should be

considered as cases of parentheticals, parallel to thevlzelses.

(447)  Who left?
John, I{think/believe/hope/was told/sgid

That is, fragments such as these would not be truly ‘embédidedyould rather be matrix

fragments, which were however in construction with a pdretital appearing to their left

134The direct speech report is of course possiilsaid ‘tomorrow’ etc. However, the fact that shifted
readings of indexicals are available shows that a ‘true’ eshdled, indirect speech reading is also possible for
these fragments.

219



or right. In support of this, Temmerman argues that theig&tns on parentheticals appear

also in putative cases of embedding of fragments:

(448) Restrictions on parentheticifs(Temmerman’s (13), originally from Rooryck

2001)

a.

Subject restrictions

Jules is back, | believe/??you believe.

Tense restrictions

Jules is back, | believe/l believed/*I have believed/*IMaklieve.
no adverbial modification

Jules is back, I (*firmly) believe.

no negation

Jules is back, | (*don’t) believe.

Temmerman argues that fragment answers show the samenpatt€éhe judgments in

parentheses below are those reported by Temmerman.

(449) (Temmerman’s (14))

a.

subject restrictions

Q: Who's responsible for the 9/11 attacks?

@) (?*)Michael Moore believes Bush.

(i)  Michael Moore believes Bush is responsible for the 9ttacks.
no adverbs

Q: What's the most beautiful place on earth?

@ (@I truly believe Kauai.

(i) Itruly believe Kauai is the most beautiful place on éart

139 have changed the verbs used in these parenthetichislitve The original examples had verbs such
asknowandsee however, there are independent reasons (to be discussgddueh verbs cannot embed
fragment answers, and as such do not allow for a fair commaristh parentheticals.
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C. No negation
Q: Who will win the 2010 World Cup?
(i) (??)I do not believe Brazil.

(i) 1 do not believe Brazil will win the World Cup.

| agree that these cases are somewhat degraded in the santektich they are presented.
However, if certain confounding factors are controlled fdyelieve that the cases in (449)
are in fact grammatical fragment answers in English, anduggest that embedded frag-
ments in English cannot in fact be given the same analysia@ntheticals.

Let us first take the subject restriction on parenthetiCEie judgment in (449a) implies
that Temmerman denies the grammaticality of cases sucl8% But in fact, | find these
cases grammatical, as do other English speakers | have;askedss also the attested
examples in (433)—(435). | do not know under what conditibemmerman collected the
data reported in (449a), and so cannot offer a full explanator why her consultant’s
reported judgments should differ from mine and my conststarh would note, however,
that it is important to have a contrastive topic/rise-fadke contour on the matrix subject if
this subject differs from the first person. Including a ‘charof topic’ marker at the start

of the utterance such &gell. .. also improves the grammaticality of these cases.

(450) a. Who left?
Well, [cr Mary] thinks [cr John].
b. Who's responsible for the 9/11 attacks?

Well, [ct Michael Moore] believesd Bush].

These sentences also improve if started/ll | don’t know, but. .. | suggest that this
is because the speaker is pragmatically required to addrgsgstion by first giving the
answer which is compatible with the best of the speaker'sMkaage (i.e. it is as if the

guestions wer&Vho do you think leftzand Who do you think is responsible for the 9/11
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attacks?respectively):3® Starting an answer wittiell 1 don't know, but. . .addresses this
guestion (by stating that the speaker doesn’t have an arteviigy and licenses the intro-
duction of another potential source of evidence which mggnve to answer the question

(Mary’s opinions and Michael Moore’s, respectively).

(451) a. Who left?
Well, | don’t know; but [+ Mary] thinks [ John].
b. Who's responsible for the 9/11 attacks?

Well, I don’t know; but [+ Michael Moore] believesd Bush].

Let us consider now the adverbial modification cases in ({4%pain, | think the
degree to which these cases are degraded is open to questobthat if the context is

manipulated, these cases become more acceptable, in a vadiglda the subject casé’

(452) What'’s the most beautiful place on Earth?

| told John Kauai, but | actually/secret{ghink/?believé Edinburgh.

(453) What's the most beautiful place on Earth?

Edinburgh, of course, although | stupidly used think/?believé Kauai.

Note that the effect of the embedded fragment in (453) is ¥@ gn answer which the
speaker no longer believes to be true. This is not a contoib@n answer combined with

a parenthetical can felicitously make, as (454) shows.

(454)  What's the most beautiful place on Earth?

Edinburgh, of course; ?#Kauai, | stupidly used to think.

1365ee Roberts 2012/1996 for discussion of the pragmaticssuiening questions as part of a discourse.

137A contrast does remain betwethink, which is fully acceptable here, amelieve which is somewhat
degraded, both here and in subsequent examples. | do noahasglanation for this contrast.
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That is,used to thinkdoes seem to take clear semantic scope over the answer ij) (453
which it cannot do in a clearer case of parenthetical in (434)s supports the view that
there is an embedding structure in cases like (453), whsed to thinks genuinely taking
a clause&Kauai was the most beautiful place on eaahcomplement.

Let us now turn to the negation cases in (449c). Again, | belihat if the context
is set up to more clearly pragmatically license the pres@fcegation in the response,
then fragments appearing in construction with negatedsvefibelief are not too strongly

degraded.

(455)  Who will win the 2014 World Cup?

I’'m not sure, but | don’{think/?believé Brazil, anyway.

| therefore dispute the grammaticality judgments presebteTemmerman 2013b which
argue for a parenthetical treatment of apparently embefidgthents in English. Further
evidence against the parenthetical analysis of these casess from some further dif-
ferences between parentheticals and putative cases ofdeledbéragments. All of these
differences suggest that cases in which a fragment appetrs tight of clausal material,
they pattern identically with cases of true embedding, aattkepn differently from paren-
thetical cases; suggesting that these cases should indeelyzed as embedded elliptical
fragments, rather than as matrix fragments in construetitimparentheticals.

One example is that negation, in apparent cases of embedthnglicense an NPI
fragment, while a parenthetical cannot. This supports i that the apparent embedding

in (456a) is indeed embedding.

(456) Who left early?

a. |ldon't{think/?believé anybody.
b. *Anybody, | don’t think/believe.
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Note that this is not intended to be a movement structureeofdtm in (457a), but rather a

deletion structure of the form in (457b).

(457) a. [Anybody [l don't thinkeftearly]]
b. [Anybodyleftearly] | don't think

The point here is that such parentheticals do not license MRhe main clause, but struc-
tures like (456a) do, suggesting that structures like (#8Bauld not be interpreted as cases
of parentheticals.

A parallel difference can be seen in an apparent case of @dticmegation in paren-

theticals, as in (458).

(458)  Who left early?

a. Nobody, I (don't) think.
b. Nobody left the party early, | (don't) think.

In (458), negation within the parenthetical can be optilynakpressed. However, this is
clearly impossible (at least in dialects of English whicbkiamegative concord) if don't
thinkis placed to the left of the fragment — just as negation is issfje in a case which

clearly involves embedding.

(459)  Who left early?

a. *l don’t think nobody.

b. *I don’t think nobody left early.

Negation provides another test case which distinguishparaptly embedded fragments
from parentheticals.Nobodycannot be a good subject for a parenthetical, at least not
without sounding ironic (to the extent that it is grammatidshas the equivalent effect to
adding. .. not! to the end of a sentence; that is, in (460a), the speaker wafiteck’ the

hearer into first believing that John left early, before indmagely retracting that assertion).
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(460) Who left early?

a. *#John (left early), nobody thinks.
b. *#John, nobody thinks, left early.

However, this effect does not obtainribbody thinkss left-peripheral. In that case, the
structure is grammatical, and is simply understood as comzating the information that

nobody thinks that John left early.

(461) Who left early?

(Some people say Mary, some people say Sue,) but nobodysthatin.

A further difference between parentheticals and appaiesdgsof embedding comes from
the ability to embed fragmentsithin questions, as in the example in (462). However, as
(463) shows, yes/no questions are marginal as parentlsetacad having avh-word as a

parenthetical subject is strongly degraded.

(462)  Teacher: What's the capital of Australia? (Canberr@yalney?)
[silence]
Teacher: OK, well, does anybody think Canberra?

Teacher’: OK, well, who thinks Canberra?

(463) a. ??Canberra, does anybody think?
b. ?*Canberra, who think$®

Another difference between putative embedded fragmerdspanentheticals is that

clausal material that can appear to the left of a fragmentbeaquite complex, in a way

138again, note that these are not meant to be interpreted asmenestructures, which would be indepen-
dently ungrammatical.

0] a. ?*Canberra, does anybody think t is the capital of fal&t?
b. *Canberra, who thinks t is the capital of Australia?

The point of this example is to show thaho thinksin (463) is unlikely to be a parenthetical, as it cannot
appear as a right-peripheral parenthetical.
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that seems incompatible with parentheticals (this exampiespired by ones in McCloskey

2006).

(464) Where is the most beautiful place on earth?

a. |would be telling you lies if | said | didn’{think/?believé Edinburgh.
b. *Edinburgh, I would be telling you lies if | said | didn’t thk/believe.

Another distinction comes in the following pair of sentesice

(465)  Who signs off our expenses?

a. Inthe past, | thought John.

b. Inthe past, John, | thought.

(465a), but not (465b), is compatible with a scenario in WHiased to think John signed
off the expenses, but subsequently learned that it was sogsee; that is, a reading in
whichin the pastmodifiesthought (465b), by contrast, only has a reading (which (465a)
also has) in which | am saying that it used to be John that digfféhe expenses, although
it may now be someone else. That is, in (463b)the pastcan only modify the (elided)
verb sign off Here, again, the point is that the case which looks like elding (465a)
patterns in the same way as the non-elliptical variant wischnclear case of embedding;

while the parenthetical example in (465b) has quite diffeproperties, as shown below.

(466) Who signs off our expenses?

a. Inthe past, | thought John signed off our expenses.

b. Inthe past, John signed off our expenses, | thought.

A final difference between parentheticals and apparensasmbedded fragments is that
the class of verbs which are licensed in true (i.e. rightgbaral) parentheticals and the

class of verbs which appear to embed fragments (i.e. lefpiperal) are not the same.
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Some cases of this are the veflgl out confirm andconfess Such verbs can appear as

right-peripheral parentheticals:

(467) Who left?
a. John, | found out.
b. John, | can confirm.

c. John, I confess.
However, they are degraded when they are positioned bdfereggment.

(468)  Who left?

a. ??l found out John.
b. ??1 can confirm John.

c. ??l confess John.

The reason for this asymmetry is not obvious on an analysishndssimilates cases like
(468) to parenthetical cas&¥. Of course, the reason for the ungrammaticality of (468) is
not immediately obvious on an embedding analysis eitheergihe grammaticality of the

below cases.

(469)  Who left?

a. | found out that John left.
b. | can confirm that John left.

c. | confess that John left.

The ungrammaticality of the examples in (468) will be anatym much greater detail later.

For current purposes, however, it suffices to note that tipar@mt cases of embedding do

1395ee also Temmerman 2013b:fn. 27, where the same argumeadésagainst a parenthetical explanation
for Dutch embedded fragments.
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not pattern with parentheticals on this score, suggeshiagthey should not be treated as
the same phenomenon.

In the face of these differences between parentheticalsappdrent cases of embed-
ding, if one wished to maintain a parenthetical analysi® would have to argue that
right-peripheral parentheticalddhn, | think have different properties from putative left-
peripheral parentheticalsthink Johr). Given that these putative ‘left-peripheral parenthet-
icals’ seem to pattern in almost all ways with cases of trubesding, and do not pattern
with parentheticals, | suggest that the null hypothesiccases in which clausal material

appears to the left of a fragment is that they truly do represmbedding of a fragment.

5.2.3 Crosslinguistic support for embedded fragments

In some languages, the case for embedded fragments isrclearein English. For
example Temmerman 2013b argues that the below cases areigoansly embedded
fragments in Dutch, contrasting this with English casescWishe analyzes as parenthet-
ical. Temmerman gives the below examples to argue againatemihetical analysis for

Dutch140

(470) (Temmerman’s (16), adapted)

a. Wiedacht je dat de nieuwedirecteurzou worden?

whothoughtyouthatthenew director wouldbecome?
‘Who did you think would become the new director?’

0 Jij / Susan wij / de vrouwen/ Mike en ik denKt/en} Tom.

yousG Susan we thewomen Mike andl think(s) Tom
(i.e. no subject restrictions)

(i) Ik denk/hadgedacht zou hopen/ kanvermoedermfom.

| think hadthought wouldhope cansuspect Tom
(i.e. no restrictions on tense or aspect)

140As | have argued in the preceding section, | believe that fathese tests give a positive result for
embedded fragments in English as wpliceTemmerman'’s reported judgments.
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(i) 1k vreesecht /vermoedstiekem/ dacht meteen Tom.

| fear really suspect secretly thoughtimmediatelyTom
(i.e. no restrictions on adverbs)

(iv) 1k dacht (inelk geval)niet Tom.

| thoughtin anycase not Tom

(i.e. no restrictions on negation)
An even clearer case against a parenthetical analysis ftmhnomes from the fact that,
at least for some speakers, the fragment can appear in @opqgsieceding the embedding

predicate, as reported by Temmerman 2013b.

(471) Wiedacht je dat de nieuwedirecteurzou worden?

whothoughtyouthatthenew director wouldbecome?
‘Who did you think would become the new director?’

a. lkhadgedachfTom.
| hadthoughtTom

b. %lk hadTom gedacht.
| hadTomthought

The word order in (471a), in whicik had gedachtl had thought’ is a contiguous string,
might be compatible with a parenthetical analysis. Howetvex word order in (471b), in
which the fragmenTomappears in a preverbal position, is unlikely to be compatitith
such an analysis. The availability (for some speakers)ratsires like (471b), then, is an
argument in favor of the availability of embedded fragmenthe general case.

Further support for the possibility of embedded fragmemmismies from languages in
which a complementizer appears along with the fragment. prsence of this comple-

mentizer is evidence in favor of the presence of an embeddedein these examples.
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(472)  Spanishfrom de Cuba & MacDonald 2013:ex. (35), adapted)
a. ¢Quiémobolas joyas?

who stolethejewels
‘Who stole the jewels?’

b. Creo /supongo/meimagind piensoquetu hijo.

l.believe l.suppose l.imagine I.think thatyourson
‘| believe/suppose/imagine/think your son’.

(473)  Polish(from Vicente 2013:ex. (65), credited to Agata Renans anda&lierzba
p.c.)
a. Ktorzyjedli czekolag®

who ate chocolate
‘Who ate chocolate?’

b. MiSle ze Beate.

|.think thatBeate.
‘| think Beate.

(474)  Hungarian(Anikod Liptak p.c., originally from Vicente 2013:ex. (B&redited to
Julia Bacskai-Atkari p.c.)

a. Ki evettcsokoladéet?

who ate chocolate
‘Who ate chocolate?’

b. GondolomhogyBéla.

|.think that Beéla
‘| think Béla.

At least in Spanish, the presence of a complementizer isossiple in construction with a

parenthetical, again diagnosing these cases as true embedther than parentheticafs.

1411 have not been able to check these data for Polish or Hungaria
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(475) a. ¢Quiémobo las joyas?

who stolethejewels
‘Who stole the jewels?’

b. Tu hijo,creo  (*que).

yourson l.believethat
‘Your son, | think.’

The case for embedded fragment answers receives crogstingupport. Given this, we
want to know how to integrate this into an elliptical theofyfragments. This is the task

which | address in this chapter.

5.3 Restrictions on embedding

The elliptical account is prima facie very well equipped tmbtle embedding, in fact.
Following the analysis presented in chapter 4, and ultipateriving from the analysis
presented in Merchant 2001, 2004, we analyze the fragmenbemg to the left periphery

of an embedded clause, prior to ellipsis of that embeddagselaas below?

(476) a. Who left? — I think John.

b. =
/\
DP TP
IA /\

T VP
/\
Y CP
| N

think John CP

/\
c TP

A

Heft

1421t may seem surprising, in the light of languages like Sgar®®lish and Hungarian (where complemen-
tizers precede embedded fragments), that the fragmeridteld above a complementizer head. The presence
of a complementizer in such languages, and the consequiemtks syntax proposed here, will be discussed
in section 5.11.
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In fact, it would be a surprise on a clausal ellipsis accob@iftaigment answers didot
embed, given the analysis of embedded sluicing cases su@h/@s as being cases of

clausal ellipsis (Merchant 2001).

477) a. Someone left. | wonder who.

b.

VP
/\
CP
‘ /\

wonder who CP

N
C TP

A

Heft

TP
/\
DP TP
b
Y

The problem, however, is that the configurations under wiragpment answers can em-
bed are very restricted. As pointed out by Stainton 2006heslding a fragment answer
under a complementizer results in ungrammaticality (inlEhgas well as in certain other
languages such as Dutch and German (Vicente 2013, Temme@®i&i), but not, as we

have seen, in Spanish, Polish, or Hungarian).

(478)  Who left?

a. |think/believe/said (that) John left.
b. Ithink/believe/said (*that) John.

In addition, as discussed above, the collection of verbstwrgredicates which can

felicitously embed fragments is restrict&d.

143de Cuba & MacDonald 2013 suggest that (the Spanish equigadérthe answers in (479b—d) are infe-
licitous as answers even if the full clause is pronounced hat share this intuition for English, although
some English speakers have suggested to me that they dodh@t7idb—d) felicitous as responses to the ques-
tion. Focal stress odohnhelps to bring out the ‘answer’ reading. In any case, | thivd¢ thegrammaticality
contrast between (479) and (480) is clear.

232



(479)  What did John eat?

a. Mary{thinks/believes/was told/suspects/gdidat John ate the cookies.
b. Mary{whispered/sighed/quippédhat John ate the cookies.
c. Mary{found out/confirmeg that John ate the cookies.

d. Mary{is proud/is surprisedthat John ate the cookies.

(480)  What did John eat?

a. Mary{thinks/believes/was told/suspects/gdide cookies.
b. *Mary {whispered/sighed/quippédhe cookies.
c. ??Mary{found out/confirmegl the cookies.

d. *Mary {is proud/is surprisedthe cookies.

The restriction appears to be that only the class of verbswhave been termed ‘bridge
verbs’ in the literature (Erteschik-Shir 1973 and much sgjoent work) are those which
allow fragment embedding. Similar restrictions are notedSpanish embedded fragments

by de Cuba & MacDonald 2013:ex. (35}.

(481) a. ¢Quiémnobolasjoyas?

who stolethejewels
‘Who stole the jewels?’

b. Creo /supongo/me imagind piensoquetu hijo.

l.believe l.suppose l.imagine I.think thatyourson
‘| believe/suppose/imagine/think your son.’

c. #lLamentd sé / mesorprende/ medesagrada (que)tu hijo.

l.regret lL.know meit.surprises meit.displeaseshat yourson

Such facts are also noted for Dutch by Barbiers 2000.

144 is the diacritic de Cuba & MacDonald 2013 put on (481c), WHicopy here, although in the theory
to be presented here we want to understand such cases asspetagtically ungrammatical rather than
semantically infelicitous.
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(482) (Barbiers’ (23), slightly adapted)
Who will become director?

a. lkhoop/ denk/vermoed meen/ vreesPiet.

| hope think suspect mean fear Piet.
‘| hope/think/suspect/mean/fear Piet.

b. *Ik betreur/ onthul/ weet Piet.
| regret reveal knowPiet.
In summary, then, a clausal ellipsis theory of fragmenesntmeeds to account for the fact
that complementizers are variably realized in embeddephfeants cross-linguistically, and
the fact that embedded fragments (at least in English, Shamd Dutch) are only licensed
if they are embedded by so-called ‘bridge verbs’. In the rieoher of this chapter, | will

provide a theory of the syntax of clausal ellipsis which regbese requirements.

5.4 Embedded clauses and the size of the left periphery

The first restriction on fragment answers which | will tacikdethe restriction to so-
called ‘bridge verbs’, that is, verbs likeay, tell, believe, think, suppose, suspect, hope,
imagine Non-bridgeverba dicendsuch asannounce, mention, whisper, sjglto not em-
bed fragments; nor do factive predicates, suctkra®wv, remember, realize, find out, be
surprised or so-called ‘response stance’ verbs suchgree, accept, deny

The verbs which do not allow fragments are also verbs in whikthaction at all from

their complements is (somewhat) degraded.

(483) a. Whatdid yoythink/believe/tell Mary/suspect/sayhat John ate t?
b. ?What did youwhisper/sigh/quip that John ate t?
c.?%What did yoyfind out/confirm/deny that John ate t?

d. ?What are yodproud/surprisefithat John ate t?
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It is tempting to think that this might account for the pattef embedded fragments on
its own; assuming that fragments move to a left-peripheoaltpn before the rest of the
clause is elided, as discussed in chapter 4, then whateviexclking extraction in (483b—d)
might also be blocking the movement of the fragment. Howeaeshown in (483), object
extraction from these complements is only weakly degradembparable degradation to
e.g. the extraction inWhat did you wonder whether John atg.t™ fact, as shown by
the diacritics above, it is not clear that extraction of tgeot from a verb likefind out
confirm or denyis degraded at all; the literature reports varying judgreent such cases.
By contrast, trying to embed an object fragment under nashgler verbs is much more

highly degraded.

(484) What did John eat?

a. Mary{thinks/believes/was told/suspects/said/hopes/suplfiesard the cook-
ies.

b. *Mary {whispered/sighed/quippédhe cookies.

c. ??Mary{found out/confirmed/remembered/reali(e¢ke cookies.

d. *Mary {is proud/is surprisedthe cookies.

It seems, then, that the degradation which results fronaetitn of the complement of a
non-bridge verb cannot be the sole source of the ungramatigitiof embedded fragments.
We should look elsewhere for the source of ungrammaticiit84).

| propose to appeal to an idea which is widespread in theatitee: that the differ-
ences between bridge verbs and non-bridge verbs result diferences in the struc-
ture of the clauses they embed. In particular, it has beenedrghat the complements
of bridge verbs contain a CP layer which is more articulabeshtthe complements of non-
bridge verbs. This hypothesis takes various forms. The faostiar one is the so-called
‘CP recursion’ hypothesis (de Haan & Weerman 1986, Vikn&119.995, Authier 1992,

latridou & Kroch 1992). Under this hypothesis, complemenitbridge verbs embed a
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clause which contains two complementizers (one of whichlént at least in English),
and two CPs. The relevant distinction is shown in (485). (faivations behind propos-
ing this structure, from verb-second phenomena in Germaniicbe discussed in section

5.5.1.)

(485) a. I{think/believe/saill [cp [c @ ] [cp [c that] [rp JOhN ate the cookies]]].
b. | {found out/discovered/am proud/remempgsr [ that] [rp JOhn ate the

cookies]].

There exist many other implementations in the literaturéhefsame basic idea, that the
complement of bridge verbs is syntactically ‘bigger’ thae tomplement of non-bridge
verbs. For example, Carlos de Cuba in recent work (de CubZ, 2®Cuba &Jrdgdi
2010) has proposed that a ‘recursive CP’ should be seen di& betpreen two different
projections, cP and CP. Bridge verbs embed cP, which in torbeels CP; other verbs

embed CP alon&?®

(486) a. I{think/believe/saill [p[c @] [cp [c that] [tp JOhN ate the cookies]]].
b. | {found out/discovered/am proud/remembgsr [ that] [rp JOhn ate the

cookies]].

Other approaches have greatly expanded the proposed nwiherctional projections
in the clausal left periphery. Most famously, Rizzi 1997 gwwees that the clausal left

periphery is constituted of a wide number of functional l&da hierarchy shown below.

(487) [ForceP Force [I'opP TOp [FocP Foc [TopP TOp [FinP Fin P ]]]]]

145De Cuba does not himself talk of a bridge/non-bridge disiim; but rather of ‘referential’ CPs versus
‘non-referential’ cPs.
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Here Force is a head encoding the speech act force of theecl@iop and Foc are posi-
tions which are the target of topic and focus movement, igfdy; and Fin encodes the
finiteness of the clause.

There have been many refinements proposed in the subsedasatute (the ‘carto-
graphic’ program) to the hierarchy shown in (487). One sstige that has been made,
particularly in work by Liliane Haegeman, is that the cormpéats of non-bridge verbs, as
well as certain other clauses such as adverbial clauses,ahdwuncated’ left periphery;
they do not contain the full set of heads shown in (487), bilteraonly a subset of them.
For example, Haegeman 2006b proposes that only FinP isgpedjén, for example, the

complement of a factive verb, as shown befdfv.

(488) a. | think/believedocer[topp [Focp [Topp [Fine that [rp John left]]]]]]

b. I know/regret/remember/am proughf that [rp John left]]

For our purposes, we do not need to focus on the presenceencbsf the functional
projections which host topic or focus movement in (487)We can note that a key differ-
ence between the structures in (487a) and (487b) is thaaj4®&sesses a complementizer
position (Force) which (487b) lacks. In this respect, thiagaaphic truncation hypothesis
is the same as other versions of the ‘CP recursion’ hypathdsere are two complemen-
tizers in the clausal complement of a bridge verb, but onlg complementizer in other
clausal complements.

In the subsequent discussion, | will distinguish the two ptamentizers by referring

to the ‘higher complementizer as C1 and the ‘lower as C2isTis a purely expository

14810 more recent work, Haegeman has rejected this hypothe&isor of an alternative account, in which
factive complements and adverbial clauses are not trudichite rather involve movement of an operator to
their left periphery, which has syntactic effects similatliose Haegeman 2006b wished to capture via trun-
cation. See Haegeman 2012 for a detailed general expositiotaegeman &rogdi 2010 for discussion
of factive complements specifically.

"Having said that, if fragment answers move to one of theséipis, an obvious question is whether
their absence is what blocks the availability of a fragmestrger under these verbs. | shall discuss this more
in sections 5.6 and 5.7.
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choice, not one intended to commit me to any particular pregation of the semantic
significance of these projections (although as we will sdevipd do believe that the pres-
ence of the higher complementizer can have semantic eflecyssimilar to those that
de Cuba &Urdgdi 2010 discuss, for example). It is also not a choid¢erided to commit
me to any view on how articulated the left periphery is, tisatwhether the left periphery
consists of a large, variegated number of projections (TBpEP etc.) or whether the facts
about relative ordering of complementizers, topics, faci should be derived from some
other principles of the grammar (see e.g. Abels 2012).

While | am not necessarily committed to a variegated lefigbary, | am, however,
committed to the widespread view that there exist two compl&izer positions in the
left peripheries of at least some embedded clauses. HowtHiseselp us understand the
restrictions on fragment answer embedding? | will propbse the verbs which support
fragment embedding are those which contain the higher cermgmtizer C1. Those which
contain only the lower complementizer C2, but not C1, caendbed fragments. | will pro-
pose that this is a consequence of a more general consitarhe higher complementizer
C1 which licenses ellipsis. In clauses which do not contdinelipsis is not possible. In
this way we can explain the restrictions on which verbs cahezhriragments. To provide
further evidence for this view, | will also investigate anet phenomenon which has been
analyzed as clausal ellipsis, namely sluicing. | will argio@t the clauses which can elide
underwh-movement (i.e. which can sluice) are only those for whichehg evidence for
a higher complementizer position. This will serve to solwe of the mysteries involved in
sluicing, namely that only a certain subsetdf-movement constructions appear to license
it. The structures in which sluicing is licensed are onlysthavhere C1 is implicated.

To start this journey, | will first consider certain propegiwhich separate bridge verbs
from other verbs, and which have been hypothesized to dssgtihe presence of a double-

complementizer structure (or an otherwise variegateebiefiphery). We can then apply
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those diagnostics to elliptical contexts; on the hypothesesented above, only cases in

which double-complementizer structures are present dhomuiable to show clausal ellipsis.

5.5 Syntactic and semantic correlates of a two-complemeutr struc-

ture
5.5.1 Embedded verb-second
The original motivation for a ‘recursive CP’ comes from theepomenon of ‘embed-
ded verb-second’ in certain Germanic languages (de Haan &Mé&n 1986, Vikner 1991,
latridou & Kroch 1992). In these languages, embedded ctacae show the verb-second
behavior generally considered typical of root clauses -ehlytif the clauses are embedded

under bridge verbs.

(489) (German)

a. Mariasagte/glaubtiHanshat dasBuchgelesen.

Maria said/believeslanshasthe book read
‘Maria said/believes Hans read the book.” (V2 OK)

b. *Mariaweil3, Hanshat dasBuchgelesen.

Maria knowsHanshasthe book read
(V2 barred)

c. Mariaweil3, dalBHansdasBuchgelesermat.

MariaknowsthatHansthe book read has
‘Maria knows that Hans has read the book.’ (verb-final oreeuired)

In German, embedded verb-second is in complementaryllistsn with the presence of

an overt complementizer, as shown below.

(490) (latridou & Kroch 1992's (8))

a. Ersagte[dalRer kommenwurde].

hesaid that hecome would
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b. Ersagte]er wurdekommen].

hesaid he wouldcome

(491) a. *Ersagte[dalRer wurdekommen].

hesaid that hewouldcome

b. *Er sagte]er kommenwurde].

hesaid he come would
This is compatible with an analysis in which the auxiliaryTinmoves into C in verb-
second order; if the verb moves into C, a complementizer@amecupy the same space,
and if there is a complementizer in C, the auxiliary cannovenmto it. Data like this
were the original motivation for the T-to-C analysis of wedcond word order (den Besten
1981/1977). However, some Germanic languages, such aarkradlow verb-second to
co-occur with complementizers (de Haan & Weerman 1986). aihdiaries are shown in

bold face below.

(492)  (from latridou & Kroch 1992's (13), originally from de¢aan & Weerman 1986)
a. Pytsei dat hy my sjoenhie.
Pytsaidthathe me seen had
b. Pytsei dat hy hie my sjoen.
Pytsaidthathe hadme seen
c. Pytsei dat my hie er sjoen.
Pytsaidthatme hadheseen
‘Pyt said that he had seen me.’

However, non-bridge verbs, suchragret, do not allow verb-second in their complements.

(493) (from latridou & Kroch 1992’s (14), originally from ddaan & Weerman 1986)

a. Pytbetreuretdat hy my sjoenhie.

Pytregrets thathe meseen had

240



b. *Pytbetreuretat hy hie my sjoen
Pytregrets thathe hadme seen
de Haan & Weerman 1986 analyze this as a case of CP recurs®pyadjection of two
CP layers. The availability of a higher complementizer posiunder a bridge verb like
sayallows for the complementizefatto be realized in the higher position and the verb to
move into the lower position. The lack of the higher complatizer position under a verb
like regret means that the verb cannot move into a lower position, wrsabbiigatorily

occupied bydat 48

(494) a. Pytseidpidat [cp2hy; [c2 hie, ] [1p t; my sjoen §]]]
b. Pyt betreuretdp, dat [fp hy my sjoen hie]]

Embedded verb-second behavior, then, is one diagnostithéopresence of a double-

complementizer structure.

5.5.2 Pro-formso
As noted by Kiparsky & Kiparsky 1971, bridge verbs can take ¢bntential pro-form

soas their complements. Non-bridge verbs cannot, rathendekie pro-formit.

(495) a. I{think/believe/was told/said/hope/suspect/suppese
b. 1{found out/discovered/denied/agreed/kndit/*so).14°

de Cuba &Urdgdi 2010 argue that this can be understood as reflectgyqictic differ-

ence in the complements of these verbs. Bridge verbs takg¢Pih their terminology)

48There are unanswered questions here: for example, why ex@véiit complementizer and verb-second
in complementary distribution in German, i.e. why does Garmot look like Frisian? | will not, however,
try to embark on a full exposition of the variation across@emanic varieties in verb second behavior here.

149Jeremy Hartman (p.c.) points out that in some contkrtsv sois acceptablel don't just think so, |
know so | have no explanation to offer for this.
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as complement, argbis the CP1 pro-form. Non-bridge verbs take CP2 (CP in themite

nology) as complement, which does not haeas a pro-form.

5.5.3 Embedded speech acts and logophoric contexts

A way of semantically characterizing bridge verbs l&ay, think, believe, suspect,
hope, suppose, tell, hear, guas$o say that they embed something which can (loosely) be
thought of as either speech or thought on the part of the heare

This is the kind of predicate which in a number of languagésna for the use of
logophoric pronouns in its complemét specialized pronouns which are used to refer to
the holder of the embedded speech or thought report (Hab@ge Clements 1975, Culy
1994a,b, 1997, Schlenker 2003 a.m.o.).

(496) Distribution of logophoric pronouns in Donno $Dogon, Mali); from Culy
1994a’s (131
a. OumarAntainyemeil waabe gi

OumarAntaLOG-ACC seenAuXx said
‘Oumar; said that Anta had seen him

(logophoric pronoun embedded undary; corefers with matrix subject)
b. OumarAntawon waabe gi

OumarAnta 3sG-AcC seenaux said
‘Oumar; said that Antahad seen hipy’

(non-logophoric pronoun embedded unday, may not corefer with matrix

subject)

1501 am grateful to Ellen Woolford for directing me towards titedature on logophoric contexts.

181Culy’s gloss gives the pronoun in (496b) as a logophoric puon and does not mark the pronoun in
(496c) as such. However, the surrounding text, and thetiotenf the example being to show the alternation
between logophoric and non-logophoric pronouns, make#rdhat these are typographical errors.
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c. Antawo wa Fransibooj g egaabe

Anta 3sG suBJ Francego FUT-3SG COMP heardaux
‘Anta; heard that she; will go to France’

(non-logophoric pronoun embedded unteart>?, may or may not corefer
with matrix subject)

d. *Antainyeme wa Fransibooj g  egaabe

AntaL0G-3sG suBJFrancego.FUT-3SG COMP heardaux
(intended: ‘Antaheard that shewill go to France’)

(logophoric pronoun ungrammatical undwerar)

The predicates which create logophoric environments arernss-linguistically identical,
but certain generalizations can nevertheless be made.rticydar, Culy 1994a proposes

an influential hierarchy of types of predicate which creagophoric environments.

(497) (after Culy’s (10))
predicates of speech (e.g. ‘say’)
> predicates of thought (e.g. ‘think’)
> predicates of knowledge (e.g. ‘know’)

> predicates of direct perception (e.g. ‘hear’)

Culy argues that, for a given language, if a particular tyjpgredicate creates a logophoric
environment, then all the types of predicate above it in tieeainchy will also create a
logophoric environment (e.g. Knowdoes, therthink andsayalso will).

Unfortunately, English lacks logophoric pronouns, so ustinding if a logophoric en-
vironment is created in English is difficult. It does seenguihh, that we can understand
English bridge verbs as belonging to the ‘speech’ and ‘thugasses above. Such predi-
cates, for example, allow embedding of 8wpro-form discussed in the preceding section,

which predicates of knowledge or of direct perception do not

152Hear does not create a logophoric environment in DonseBt it may in English; cf. footnote 153.
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(498) a. speech: I said so, | was told so
b. thought: I think so, | believe so, | hope so, | suspect sappsse so
c. knowledge: *I know so, *I found out so, *I discovered so/éarned so

d. direct perception: *I saw so, *I smelled'Sd

We might add here predicates of ‘emotion’ suchba&sproud, be angry, be amused, be
happyetc. | won't try to place these precisely in Culy’s hierarcbyt they seem to pattern
with knowledge or perception verbs in English, rather thagesh or thought verbs, at least

with respect to theo-diagnostict>*
(499) *I am proud so, | am angry so, | am amused so, | am happy so

Dubinsky & Hamilton 1998 and Collins & Postal 2012:139f. aeghat there is one case
in which logophoric contexts are relevant in English. Thasthors argue that epithets
(like the idiot, the bastarcetc.) cannot be bound in a logophoric environment by a c-

commanding R-expression, on the basis of contrasts likbelmv.

(500) a. *John thinks that | admire the idigt (Dubinsky & Hamilton 1998's (5),
cited from Lasnik 1976)
b. John ran over a man that was trying to give the ididtrections.

(Dubinsky & Hamilton 1998’s (12))

Using this as a diagnostic, we can consider which predicatsste logophoric environ-
ments in English. The judgments are subtle, but | think they tend in a direction which

confirms the ‘split’ proposed above: predicates of speechthaought create logophoric

153Hear does not seem to quite work in this walyheard soseems fine, and it also embeds a fragment
answer Who left? — | heard Johnwhich means that we would want to clasdifgaras a bridge verb, even
though it seems to be a verb of direct perception. | suspeat istgoing on here is th&iear might also be
conceived of as a sort of verb of speech; it’s at least pléeisithink thathearembeds a speech act, as will
be discussed below.

154Culy 1994b notes that predicates suctbashappydo not create logophoric contexts in Dogon, and in
this respect Dogon patterns with English.
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environments (and so prohibit coreference between a c-@mmng R-expression and an
epithet), while predicates of knowledge, perception, andteon do not create logophoric

environments (and so allow such coreference).

(501) a. *Johnsaid/was told that | vandalized the idistcar.
b. ??Johnthinks/believes/hopes/suspects/supposes that | vaedahe idiot’s
car.
c. John found out/discovered/learned/knows that | vandalizeddlog;’s car
d. John saw that | vandalized the idid$ car.

e. Johnis angry/is proud/is amused that | vandalized the icBatar.

This gives us a semantic way of characterizing what bridgbsrembed. One influential
way of thinking about it is that bridge verbs do not embed gpsition, as one might think,
but rather a different kind of semantic objecs@eech act>® Krifka 2001 and McCloskey
2006 argue for the possibility of embedding a speech actrurad®us kinds of predicates.
Their main concern is embedding question speech®&ckait the general reasoning extends
to embedding assertions also.

Importantly for my purposes here, these authors argue hiatbrresponds to a syn-
tactic difference exactly equivalent to the one being asslihvere. Verbs which embed
speech acts embed double-complementizer structuresharidgher complementizer has
the semantic role of encoding speech act fdPéd his syntacticization of speech act force

finds support in the fact that frequently, in languages vatfobhoric pronouns, logophoric

155t perhaps isn't intuitive to think of a verb liksuspecor hopeembedding a speech act. Whether we
have to be insistent that we are really embedding a speeels aoch (in e.g. the sense of Searle 1969 et seq.,
and in the sense which Krifka 2001, 2012 argues for) is, Ikhimthogonal to my concern; for my purposes,
it is simply important that bridge verbs embed a differemt sbsemantic object from what non-bridge verbs
embed.

156There will be more discussion of embedded question actsciinses.7.1.

157This idea is commonplace throughout the literature; tiik is why Rizzi 1997 dubs the highest com-
plementizer position Force.
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contexts are embedded under a complementizer different fhat which embeds non-
logophoric contexts. For example, Clements 1975 repoatsithEwe, logophoric contexts
are introduced with the complementiZzsg which does not appear in other contexts; see
also Koopman & Sportiche 1989 and Speas 2004.

We could suppose, for example, that C1 comes in (at least)ftawers’; one, AS-
SERT, creates the speech act of assertions, while anotb&S®, creates the speech act of
guestions (see e.g. Krifka 2001, McCloskey 2006). Thes@@gent in matrix contexts,
and create the speech acts that matrix contexts denote.hBytcan also be present in

embedded clauses, just in case the embedded clause desptesh act.

(502) a. John ate chips.
b. CP1

TN

C1l CP2

|
ASSERT CE//N\\}p

John ate chips
(503) a. What did John eat?
b. CP1

T

Cl CP2

‘ /\
QUEST  pp CP2
—
what C2 TP

|
did Johneatt
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(504) a. |Ithink that John ate chips.

b. VP
Vv cP1
J ////N\\\\
think <7 CP2

|
ASSERT CZ/\TP

that  John ate chips

(505) a. |wonder what John ate.

b. VP

N

\Y, CP1

| /\
wonder

Cl CP2

| TN
QUEST  pp CP2

e
what C2 TP

—

John ate t
If we accept that bridge verbs embed different semanticotdfeom non-bridge verbs, and
if we agree with McCloskey 2006, de Cubal&bgdi 2010, Krifka 2012 and others that
the creation of this semantic object is the job of a higher glementizer position, then

we have another diagnostic for double-complementizecsiras: clauses which plausibly

denote speech acts or thoughts are likely to have doublgleonentizer structures.

5.5.4 Aremark on verbs of manner of speaking
Verbs of manner of speaking, suchvalsisper, sigh, quip, laughnd so on seem to fail

thesotest.
(506) *John whispered/sighed/quipped/laughed/chosted

They also do not embed fragments.
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(507) Who ate the cookies?

John whispered/sighed/quipped/laughed/chortled Nfiry.

So we want these verbs to pattern with the non-bridge verlgemeral, and this has
been generally assumed in the literature. However, it cdytaeems intuitively plausible
that verbs of this kind embed speech acts, especially asaitmded direct speeclighn
whispered ‘Keep the noise down!'If bridge verbs are those that embed speech acts, the
non-bridge-verb status of these verbs is puzzling.

One solution to this problem is to suppose that verbs of maahspeaking in fact
do not take complements at all, and that their apparent@lacemplements’ are actually
modifiers or appositives. Snyder 1992 makes this proposgfjesting that these verbs are
underlyingly derived from nominals which combine with aéypf relative clause. That is,
(508a) is derived from something like (508b), whemakeis perhaps some form of ‘light

verb'.

(508) a. John whispered that Mary was lazy.

b. John | (made) p (a) [\p Whisper] [cp that Mary was lazy]]]

Kratzer 2006, 2013 has recently also argued that in the seeaverbs likesay, thinketc.
take a true semantic argument, while verbs Wkesper, sigletc. do not take any argument
in the semantics, rather combining with their complemerdsaprocess such as Predicate
Modification. This fits also with Snyder 1992’s observatibattthese verbs have the option

of being syntactically intransitive, in contrast with aas some bridge verbs.

158This is grammatical on a direct speech readidghn whispered ‘Mary’ To control for this, we can try
embedding an indexical:

0] When will Mary leave?
John whispered tomorrow.

This is only grammatical on the direct speech reading, that reading whereomorrowmeans the day
after John whispered (i.e. John said the word ‘tomorrovt’gain’t have the paraphrase ‘John whispered that
Mary will leave tomorrow’, where@omorrowrefers to the day after the matrix speech event.
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(509) a. John whispered/shouted/laughed/chortled/pedip

b. John *said/??believed/*told.

If this is true, then we can understand why the complementeidifs of manner of speak-
ing seem to behave peculiarly: they do not in fact have comeidgs, but rather a form of
appositive restrictor. This also explains why they canmobed fragments. Their clausal
‘complements’ are in fact relative clauses, and relatiaisés cannot undergo clausal el-
lipsis (a fact to be discussed in more detail in section %. A2 such, we do not expect to

see cases such as (510).
(510) *John{whispered/shouted/laughed/chorfiede cookies.

| will from now on exclude this class of verb from consideoati and consider only verbs

which embed ‘true’ complements.

5.5.5 Summary
In summary, we have seen the following properties of theselacomplements of bridge

verbs likesayandthink:
e They allow embedded verb second in many Germanic varieties.
e They are pronominalized soin English.

e They create logophoric contexts (as shown by the unavéiiabf epithets corefer-

ential with the matrix subject).

These properties taken together motivate a syntacticndigin between the clausal
complements of bridge verbs and clausal complements of ptieelicates. In particular,
embedded verb second has been taken to be diagnostic of kedmubplementizer struc-
ture.

There is also a consistent way of characterizing bridgesvedmantically: they are

always predicates of speech or thought (which are classga®dicates which often create
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logophoric contexts cross-linguistically). As such, iplausible that a semantic distinction
should be drawn between what the clausal complements ajéxidrbs denote, and what
other clausal complements denote. One idea prevalent ilitehature is that the comple-
ment of bridge verbs denogpeech actawhile the clausal complements of other predicates
denote simplgropositions McCloskey and Krifka argue that this distinction is syniac
cally reflected: the double complementizer structure ofd@plements of bridge verbs
reflects their semantic nature as speech acts. The highgrlemm@ntizer position has the
semantic role of transforming a proposition into a speeth ac

Given these properties, we can hypothesize the followiagmibstics for double-com-

plementizer structures:

e They should allow verb-second in (some) Germanic varieties
e They should create logophoric environments.

e They should plausibly denote ‘speech acts’ — that is, theyulkshbe analyzable as

denoting speech or thought which some agent stands in &retat>°

With these diagnostics in mind, we can investigate what eotion there might be

between double-complementizer structures and fragments.

5.6 Fragments and double complementizers
We have seen that there is a class of verb — bridge verbs — \phacksibly embeds a

double-complementizer structure. These verbs are alseetts which embed fragments.

159This is a somewhat ‘woolly’ characterization. | think, hawge that whenever | use this diagnostic to
argue against a double-complementizer structure for acpéat clause, it will be clear that the clause in
guestion can not denote a ‘speech act’ in this sense.
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(511)  (repeated from (484))
What did John eat?

a. Mary{thinks/believes/was told/suspects/said/hopes/suplpadlse cookies.
b. ??Mary{found out/confirmed/remembered/realizede cookies.

c. *Mary {is proud/is surprisedthe cookies.

The hypothesis | will pursue is that the head C1 has the pawigdnse the ellipsis of its
complement. That statement, coupled with the idea that lnéige verbs embed clauses
with a double-complementizer structure, allows us to vanpsy derive the fact that only
bridge verbs allow for fragment embedding. We could sayftlagiments move to the Spec
of C1 to escape ellipsis (in the way discussed in chaptemnd) G4 then licenses the ellipsis

of its complement, in the below manner.

(512) (What did John eat?)
| think [cp; the cookies ClcprC2frpJohnatet}}]

If it is C1 which has the power to license ellipsis, then thet fhat verbs which do not

embed C1 —i.e. non-bridge verbs — do not embed fragmentdysfoljows from this.

(513) (What did John eat?)

a. | found out that John ate the cookies.
b. ??1 found out the cookies.
c. |found out p2[c2 that] [tp JOhn ate the cookies]]

(No C1 in the structure, so ellipsis not possible)

Two questions arise here. The first is whether we can find eegleseparate from
fragments, that C1 licenses ellipsis. The second is whetkdrave discovered that C1 is

really thelicensing heador ellipsis. It may, instead, be the case that C2 (or someroth
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head) can license ellips$f8, but the landing site of fragments has to be [Spec, C1]. If
this latter hypothesis were correct, we would have a pictivae looked empirically very
similar: clauses which lack C1 would indeed be unable to sttgpagment ellipsis, but
this would be because a lack of C1 entailed a lack of ‘spaceidge a fragment into. We
wouldn’t have evidence for C1 itself being the ellipsislising head.

My hypothesis, then, is that C1 licenses ellipsis; if a dtiteslacks C1, it can’t undergo
ellipsis. An alternative hypothesis might be that C1 is mat ¢llipsis-licensing head, but
that the Spec of C1 needs to be available to move fragmeiwisThis alternative hypoth-
esis is suggested by de Cuba & MacDonald 2013, for example. strategy | intend to
pursue to tease these two hypotheses apart is to inveséigatenments in which move-
ment to the left-periphery bwh-elements is clearly independently possible, but in which
there is evidence that C1 is not present. If my hypothesisri®ct, then this kind of clause
shouldnotshow ellipsis (because they lack C1). If the ‘lack of spaggidthesis is correct,
then this kind of clause should (all else being equal) be @h#how ellipsis; space is not
an issue (as we would know that movement is independentlyilgles so there must be
space).

In what follows, | will argue that my hypothesis is indeedreat: structures which con-
tainwh-movement, but which plausibly lack C1, cannot undergo @beidipsis, providing

support for a view in which C1 licenses ellipsS.

5.7 What forms of wh-movement license sluicing?
We start from the following well-known observation: not &dkms of wh-movement

license sluicing. For example, tidrmovement which is implicated in questions (whether

160This proposal is made by van Craenenbroeck 2010b, whosgsisaiill be discussed in section 5.10.

161At least in English. Some other languages such as SpanisHamghrian will be considered in section
5.11.
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matrix or embedded) does license it, but fiemovement implicated in relative formation

(whether ordinary relatives or free relatives) does not.

(514) a. What did John cook? [matrix question]
b. I wonder what John cooked. [embedded question]
c. | ate the curry which John cooked. [relative]
d. [|ate what John cooked. [free relative]

(515) a. (John cooked something.) — WH#Jehneook?
b. (John cooked something.) | wonder whahneooked.
c. *John cooked, and | ate the curry whidbhneooked!®?
d. *John cooked, and | ate whaghneooked.

This has generally been explained as a feature co-occerestriction. Merchant 2001 ar-
gues, for example, that the [E] feature which is respongdslbcensing ellipsis in his anal-
ysis can only co-occur with a particular feature — Merchahgls it [+wh, +Q] — which the
wh-attracting head in questions possesses, but which is neegssd by the/h-attracting
head in relatives. van Craenenbroeck 2004, 2010b and vam&mnbaroeck & Liptak 2006
make a similar proposal, in which the [E] feature co-occuithwan Op(erator) feature,
which requires to be checked by a moved operator suchvasv@ord, and a Q(uestion)
feature, which requires to be checked by a speech actfigad.

The issue with these analyses is that there isrmiori reason why the [E] feature
should have to co-occur only with a [wh] or a [Q] feature. TéEodes the patterns we see

directly, but we are left with the question of why it could ros otherwise. And, in fact, it

162 we are worried about whether the usewdfiich here is a confounding factor, we can note also that
even in dialects of English which allow the usevdfiatas a relative pronouriie curry what John cookgd
sluicing is still impossible: John cooked, and | ate the curry whithreooked

183we can see here that this analysis bears a similarity wittpthsent analysis. The difference is that
these authors argue that the [E] feature is to be found olother complementizer, not the higher one. | will
discuss these proposals in more detail in sections 5.10.42d 5
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looks like it can be otherwise: if we are to explain fragmergslausal ellipsis, as we wish
to do here, and as Merchant 2004 does, we cannot maintaiththf] feature has to co-
occur with a [wh] feature. What is attracted to the left pbagy in fragment constructions
is not awh-word. To deal with this, Merchant 2004 proposes that thef¢gjure need not
co-occur only with a [wh] feature, but can co-occur also vaithocus feature, which drives
the movement of a focused constituent to the left periphEligwever, once this move is
made, it is not clear why the [E] feature cannot be found iatreéds. That is, why can
relatives not sluice? Why does the [E] feature have to catowgth either a [wh] or a
[Foc] feature, while being unable to co-occur with (for exde) whatever feature drives
movement of thevh-word in relative clauses?

| will argue that an analysis which locates the property tipgis licensing only on
a high complementizer has a more explanatory answer for wiegtepns can sluice but
relatives cannot. Questions contain the higher complememntrelatives do not. | will
extend this reasoning to two other casesrbfmovement: so-called ‘unconditionals’, such

aswhoever comes to the party will be fun, and exclamatives, such agat an idiot! |

will show that the ability to sluice in these cases is linkedhe presence or absence of the

high complementizer. We consider questions first.

5.7.1 Questions

Questions can clearly sluice.

(516) a. John cooked something. — WHadJehneook?
b. John cooked something. | wonder whahneooked.

On the hypothesis being pursued here, this would imply tbablk-complementizer struc-
ture is possible in questions; so we should look for evidd¢acéhis.

One assumption that | make is that the double-complementizecture is always
present in matrix clauses, whether assertions or questwnadeed other clause types,

such as imperatives or exclamatives; the case of exclaesatiparticular will be discussed
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in section 5.7.4). We always see verb-second in matrix e&us German, for example,
and verb-second is one of the diagnostics we are using foulblel@omplementizer struc-
ture. Furthermore, if the property of being a ‘speech adthised to the property of having
a double complementizer structure, then it is plausiblé thatrix clauses always have
double-complementizer structures; matrix clauses, by tieure, always denote speech
acts.

If we assume that matrix clauses always have double-congpiBrer structures, then
(5164a) is consistent with the hypothesis that double-cemphtizer structures are neces-
sary for ellipsis. But what about embedded questions, saq®®6b)? Is there evidence
for a double-complementizer structure in such structures?

Krifka 2002 points out that verb-second is possible in endleeldquestions in German,

especially if the question is preposed.

(517) (adapted from Krifka’'s (51, 52))

a. Dorisfragtsich,welchesGerichtAl gemachhat.

Dorisasksself which dish Al made has
‘Doris wonders which dish Al made.” (verb-final order in erdided ques-

tion)
b. WelchesGerichthat Al gemachtfragt Doris sich.

which dish hasAl made asksDorisself
‘Doris wonders which dish Al made.” (V2 order in embeddedefmsed)

guestion)

Krifka shows that cases like (517b) cannot be explained aagg direct speech report
(which would be expected to show root-like behavior sucheb-gecond); in such con-
structions, indexical elements can show the ‘shift’ whishyipical of embedding, but not

of direct speech reports. (Direct speech reports are alsumatical, as (518b) shows.)
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(518) a. Welche§erichtsoll  sie machenfragtsichDoris,

which dish  shouldshemake asksself Doris
‘Doris wonders which dish she should make.’

b. “WelchesGerichtsoll ich; machen?”fragtsichDoris;

which  dish  shouldl make asksself Doris
‘Doris wonders “Which dish should | make?”

As well as verb-second in German, McCloskey 2006 has alserebg similar facts for
certain dialects of English. In these dialects, embeddedtipns allow T-to-C movement

(i.e. subject-auxiliary inversion).

(519) (from McCloskey’s (1, 2))

a. lwondered [would | be offered the same plate for the whola&lhy].
b. lwondered [was he illiterate].
c. lasked him [from what source could the reprisals come].

d. The baritone was asked [what did he think of Mrs Kearnegtsieict].

If a predicate likewonderor askselects for a double-complementizer structure, subject-
auxiliary inversion is predicted to be possibfé.

Furthermore, both Krifka 2001 and McCloskey 2006 argueeh#tedded questions (at
least under predicates likesskor wondet®®) do denote speech acts. This also follows our

intuitive understanding that predicates which embed dsebmplementizer structures are

16450me parametric difference would have to be proposed foravityy some Englishes allow this move-
ment. We would not want to say that standard English, whigsdwt show T-to-C in embedded questions,
lacks a double complementizer structure in embedded qusstijiven the supposed semantic import of the
‘higher’ complementizer, and the argument that it is thighleir complementizer which is involved in ellip-
sis licensing. This parametrization would, one hopespWlfrom whatever parameters are involved in the
general variation between the Germanic languages in theepee or absence of (V-to-)T-to-C movement in
matrix and embedded environments. | will not try to give aotlyeof this here, however.

165predicates likdound out who, discovered wiedc., which do not seem to embed ‘true’ questions (in-
tensional questions in the terms of Groenendijk & Stokhd&4)9n quite the same way, will be discussed in
section 5.8.
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predicates of speech or thouglaiskandwonderfall into this category. They also create

logophoric contexts which do not allow binding of epithets the below examples show.

(520) a. *Johpasked if the idiot was allowed to leave early.
b. ??Johpasked who the idigtwas allowed to kiss.
c. *John wondered if the idiotwas allowed to leave early.

d. ??Johnpwondered who the idigtwas allowed to kiss.

From all of these facts, we can suppose that questions cafaihigher complementizer
C1. This predicts that they can show ellipsis, which of ceutsey do. More interesting
predictions are made for clauses which contaiamovement but which plausibly do not

contain C1.

5.7.2 Relatives

Relative and free relative clauses cannot sluice.

(521) a. *John cooked, and | ate the curry whieHneooked.
b. *John cooked, and | ate whaghneooked.

Relative clauses name propertigg{ch John cooked \x. John cooked:); free relatives

name entitieswhat John cooked (x. John cooked). It's clear that such clauses can in
no sense be considered to denote speech acts or anythitigdike They also do not create
logophoric contexts, as shown by the ability of epithetdwmithem to be c-commanded by

coreferring expressions:

(522) a. Johpran over a man who was trying to give the ididirections

(Dubinsky & Hamilton 1998'’s (12))

b. John only eats what the idigtcooks
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Furthermore, even for speakers of English who allow T-to-@ement in embedded ques-

tions, T-to-C movement in relative clauses is impossiffe.

(523) a. | ate the curry which John cooked/which John had edok

b. *I ate the curry which did John cook/which had John cooked.

(524) a. | ate what John cooked/what John had cooked.

b. *l ate what did John cook/what had John cooked.

These facts suggest that C1 is not present in relatives aed@atives. This may be the
reason why such structures cannot show ellipsis. ‘Lack aésjpfor the ellipsis remnant to
move into clearly cannot be the reason for the inability afsclauses to sluice, as we can
see thatvh-movement is possible in principle; it is, however, impokstb elide a relative
or free relative.

Having said this, however, we do not have conclusive evideadink the absence of
a higher complementizer and the failure to perform ellipgisother possible explanation
for the failure of ellipsis in relatives and free relativeghat the relevant semantic relation
does not hold. | have argued in chapter 3 that an elided clawuse stand in a particular

semantic relation to the Question under Discussion: it haspPUD-GIVEN.

(525)  UQUD « UJ[E]”

However, this is not a requirement that a relative will méaglatives, as mentioned above,
denote abstractions over entities (properties); frediveldenote entities. What they do
not denote is sets of propositions. As such, they will not fothe right type to participate

in the semantic relation given in (525). To make a convin@rgument that the presence

of a higher complementizer is really what licenses ellipsis need to find cases in which

166Thanks to Hannah Greene for her judgments here. | think theat speakers who do not generally allow
T-to-C movement in embedded questions can perceive adlistirbetween the cases in (523), (524) and e.g.
| wonder what did John cook
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there is no speech act, T-to-C movement, etc., but whereetmaustic object created by
wh-movement plausibly is a proposition or set of propositioms.these cases, QUD-
GIVENNess should in principle be able to license ellipsis. Ifpsis is nevertheless not
licensed, we have evidence for the presence of some othier f@gich is inhibiting ellipsis,

or the absence of a factor which is necessary to licensesmllipwill argue that that factor
is the presence of the higher complementizer. In what fa|ldwvill consider two cases of

this sort: so-called ‘unconditionals’, and exclamatives.

5.7.3 Unconditionals
Unconditionalsis the name given (Zaefferer 1990, 1991, Rawlins 2013) tsirao-

tions like the below (underlined).

(526) a. Whether Mary comes or ntie party will be fun.

b. Whoever comes to the pariywill be fun.

c. No matter who comes to the partywill be fun.

These constructions have been very thoroughly analyzedik by Kyle Rawlins (Rawlins
2008, 2013). Rawlins argues that these constituents haveyhtax of questions, and
the semantics of a Hamblin denotation for questions (i.esetaof propositions). Their
semantic function, Rawlins argues, is similar to that-@onditionals If-conditionals serve

to restrict the domain of a modal in their scope (Lewis 197&tker 1979, 1981):

(527) a. John must pay a fine.
~ In all worlds compatible with a deontic modal ba§é,John pays a fine.
b. If John parked illegally, he must pay a fine.
~ In all worlds compatible with a deontic modal based in which John

parked illegally John pays a fine.

167l am neglecting the issue of the ordering source here (KraQe7, 1981).
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Rawlins argues that an unconditional has the function otiemg that a modal in their
scope is maximallyunrestricted They denote maximal alternative sets, in the fashion

shown below.

(528)  [Whoever comes to the pafty { \w. John comes to the party in, \w. Mary

comes to the party i, A\w. Sue comes to the party in, ...}

This set of propositions serves as the ‘restrictor’ — atyumlwidener — for the domain of

possible worlds considered by the modal in the unconditi®saope!®?

(529) a. The party will be fun.
~ In all worlds compatible with a particular modal base (whislperhaps
contextually restricted), the party is fun.
b. Whoever comes to the party, it will be fun.
~ {If John comes to the party or if Mary comes to the party or if Somes
to the party or ..}, it will be fun.
~ In all worlds compatible with a particular modal base, whismot re-

stricted with respect to which people come to the party, tréyps fun.

Rawlins gives a number of arguments that these unconditapancts should be syntacti-
cally understood as interrogatives. This is clearly the Imgbothesis if we are interpreting
them as sets of propositions, i.e. Hamblin questions. Hewdvawlins points out that
many authors (e.g. Dayal 1997, I1zvorski 2000) have beemiatito analyze these clauses

as free relatives, given the apparent parallel in (530).

(530) a. John met [whoever came to the party].

b. [Whoever comes to the party], it will be fun.

168 am considerably abbreviating Rawlins’ analysis here,cvhielies on a generalized Hamblin seman-
tics in the vein of Kratzer & Shimoyama 2002, Kratzer 2005p#d0-Ovalle 2006, and the use of Hamblin
(pointwise) function application to perform the restiicti For the details, the reader is referred to Rawlins
2013.
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Support for a free relative analysis comes from the fact ithat number of languages,
these constructions are demonstrably free relative oeladive structures. For example,
in Hindi, the pronoun which is used in these constructiorteésrelative pronoun, not the
interrogative pronoun (Bhatt & Dayal 2014). Note the costttzetween (531a), where the
relative pronourjo is used, and the ungrammatical (531b), where the interixagatonoun

kyaais used.

(531) (Bhatt and Dayal’s (51), slightly simplified)
a. caahe jo ho,swissbankke dhankubertke naamchupaa-egaa
CAAHE REL be swissbankGEN moneybagsseEN hamehideFuT
kendra

center
‘No matter what happens, the center will hide the names ofitbeeybags

of the Swiss Bank.’
b. *caahe kyaaho,swissbankke dhankubertke naamchupaa-egaa

CAAHE what be swissbankGEN moneybagscEN namehideFuT

kendra

center
Rawlins argues, however, that at least for English, anroggtive analysis is appropriate.

The first argument he provides, originally from HuddlestoRP@&llum 2002, is based on

the idiomwhat is X doing Y-ingThis is an idiom which can only appear in an interrogative

clause, not in a free relative, as the below contrast shows.

(532) (Rawlins 2013's (99) and adapted (100))

a. What were they doing reading her mail?

b. *He didn’t repeat/do what(ever) they were doing readiagrnail 16°

16%repeatdo can embed the relevant type of free relative in generaHefdidn’t repeat/do what they were
doing However, the idiomatic constructiavhat is X doing Y-ings not possible here.
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Now note that thevhat is X doing Y-ingonstruction is available in unconditionals, sug-
gesting that the syntax of an unconditional patterns witingarrogative rather than a free

relative, at least in English.

(533) (Rawlins 2013’s (101))

Whatever they were doing reading her mail, it didn’t leadrig Eegal problems.

A second test Rawlins uses is based on the observatiombuati to Jespersen 1909-1949,
that if a question is referred to usingadnpro-form, this form is alwaysvhat However,
if a free relative is referred to usingvehpro-form, this form has to match the head of the

free relative, as shown below.

(534) (Rawlins 2013'’s (102))

Alfonso knows who Joanna talked to.

a. What does Alfonso know? / Alfonso knowsHAT ?

b. #Who does Alfonso know? / Alfonso knowsH0?

(535) (Rawlins 2013's (103))

Alfonso talked to whoever Joanna did.

a. #What did Alfonso talk to? / Alfonso talked voHAT ?
b. Who did Alfonso talk to? / Alfonso talked twHO?

Rawlins then offers the following observation.

(536)  (Rawlins 2013's (104))

Whoever Joanna talked to, Alfonso will be jealous.

a. Alfonso will be jealous regardless WHAT?

b. #Alfonso will be jealous regardless wiHO?

That is, thewh-pronoun underegardless otan bewhat, despite the fact that the uncondi-

tional which it presumably resumes is headedathoever This is not expected if uncon-
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ditionals are free relatives, which impose a matching nespient between their heads and
pronouns used to refer back to them. It is, however, expemteah analysis which gives
unconditionals the syntax of questions.

The third argument offered by Rawlins in support of an irdgative syntax for uncon-
ditionals is the fact that multiplevhitems are possible within them. This is possible in

interrogatives in English, but not free relatives.

(537)  (Rawlins 2013’s (105-108))

a. Alfonso knows who said what. [interrogative]

=

*Alfonso talked to who(ever) said what. [free relative]

c. Whoever buys whoever’s property, the town council will grant a build-
ing permit. (Gawron 2001)

d. ?Whoever said what to whom, we've got to put this incidesttibd us and

work together as a team. (Huddleston & Pullum 2002)

This offers further support for a syntactic analysis of urditionals as having interrogative
syntax.

Having established, following Rawlins 2013, that uncoiodials have the syntax of
interrogatives and the semantics of Hamblin questions, watmagineprima faciethat

they should be able to show clausal ellipsis. However, taeyot!’°

"%Having said that, there are interesting potential countemles involving both avh-element and what
looks like a fragment.

0] a.  We will hold the party whatever the weather
b.  He would vote for anyone who supported gun rights, wheRegrublican or Democrat

| do not yet have an explanation for these cases, except ®that such cases seem always to involve
omission of a form obeand possibly a pronoun; it may be possible that these ars cdgeseudosluicing’
(Merchant 2001), that ispro-drop of a pronoun and a null copula, rather than ellipsissestricto. That
would, however, rely on a theory being provided of whrp-drop and copula drop should be available in
these environments while not being available elsewherengligh; | am not in a position to provide such a
theory here.
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(538)  Who'’s coming to the party?

a. The party will be fun whoever is coming (to it).

b. *The party will be fun whoever.

(539)  What's John cooking?

a. You should come to dinner no matter what he’s cooking.

b. #You should come to dinner no matter what.

(540) Which dress did she wear?

a. I'm sure she looked lovely whichever dress she wore.

b. *I'm sure she looked lovely whichever (dress).

Why do the elliptical versions go wrong? In the full versiptie (a) sentences, the material
after the head of the unconditionaltfoeveretc.) is de-accented. Theh-word is also in
focus, as sluicing demands. And assuming Rawlins’ semawtiount of unconditionals
as denoting Hamblin sets is correct, these clauses areratbe correct relation with the
Question under Discussion; the examples are constructad somake the QUD and the
unconditional identical, as shown below (and so taking thiem of both sets of proposi-

tions will obviously also yield identity between them, as QA& IVENNeSS requires).

(541) a. [Which dress did she wedr2 {she wore the blue dress, she wore the polka-
dot dress, she wore the backless dresg, ...
b. [whichever dress she wdre {she wore the blue dress, she wore the polka-

dot dress, she wore the backless dresg, ...

Even if | am not correct in believing that QUBIENnNess is the correct way of formulating

the antecedence condition on clausal ellipsis, it is notais/what formulation of the

171This is grammatical as such, but the phrasematter whahere is a frozen expression meaning ‘in any
case’. This utterance cannot be understood as a sluiceidvery539a).
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antecedence condition would in fact rule out sluicing héderChant’s esivENness also
holds, for example). So nothing obvious should rule outcshg in unconditionals; yet it is
impossible. | propose that the culprit in these cases isatledf a higher complementizer
position. If itis C1 which licenses ellipsis, and if uncotiainals lack C1, we predict that
sluicing of unconditionals should not be possible.

If C1 is the head which is implicated in the creation of a spesmtt (or something like
a speech act), we understand why it should not be expecteel podsent in an uncondi-
tional. An unconditional is a restrictor of a modal, perfamma similar semantic function
to anif-clause adjunct. It is not something like a speech act, orghbuFurthermore,
epithet coreference is possible in an unconditional, sstyggthat it does not introduce a

logophoric context.
(542)  Johnwill be happy no matter what the idiotats.

As such, an unconditional can be analyzed as containing @2 heéad which attracts a
wh-word — but lacking C1. On the hypothesis being defended hieedack of C1 means

that an unconditional cannot undergo sluicing.

(543) CP2

T

DP CP2

whichever dress C2 P
—
she wore t
Further support for the lack of C1 in unconditionals comestithe fact that T-to-C move-
ment is not licensed in them, even for speakers of the det#dEnglish which allows such

movement in, for example, embedded questighs.

172pgain, | thank Hannah Greene for her judgments.
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(544) a. You should come to dinner no matter what John hasetbok

b. *You should come to dinner no matter what has John cooked.

(545) a. You should come to dinner whatever John has cooked.

b. *You should come to dinner whatever has John cooked.

From these data, | conclude that the inability to sluice mdlittonals provide evidence
in support of the hypothesis that a higher complementizeedsiired to license clausal

ellipsis.

5.7.4 Exclamatives

Another corner of English in which we findh-movement is in exclamative construc-
tions such as the below (Elliott 1971, Grimshaw 1979, Zaniu& Portner 2003, Rett 2008,
2011 a.m.o.).

(546) a. What anidiot John is!
b. What wonderful curry John cooked!

c. What a lot of people there were there!
In matrix cases, suclvhphrases can show up to the exclusion of other clausal miteria

(547) a. What an idiot!
b. What wonderful curry!

c. What a lot of people!

Ono 2006 has argued that this is genuine ellipsis, to be takenpar with sluicing. To his
arguments, | add that these cases show the form-matcheg®hich sluicing does. This
is difficult to see in English, but can be seen more clearlyigliages such as Germd.

For example, an exclamativeh- remnant in the German equivalents of (547) shows up in

1731 am grateful to Stefan Keine for his judgments here.
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the case that would be governed by the relevant verb, suggehkat that verb is present

but elided.

(548) a.
b.
C.

(549) a.
b.
C.

HatMaria einen Kuchengebacken?

hasMariaaAacc cake baked
‘Did Maria bake a cake?’

Ja —undwas fur einen Kuchensie gebackerhat!

yes andwhatfor aAacc cake shebaked has
‘Yes — and what a cake she baked!

Ja —undwas fur einen (Kuchen)!

yes andwhatfor aAcc cake
‘Yes — and what a cake¥

HatMaria einemStudentergeholfen?

hasMary aDAT student helped?
‘Did Maria help a student?’

Ja —undwas fur einemStudentersie geholfenhat!

yes andwhatfor aDAT student shehelped has
‘Yes — and what a student she helped!

Ja —undwas fur einem(Studenten)!

yes andwhatfor aDAT student
‘Yes — and what a student!’

The verbbackeribake’ governs accusative case in its object, as (548a,dv).shhis case is

also present onwaas fir phrase functioning as an exclamative, whether the clauatdnmal

in the exclamative is present or not, as shown in (548c). I&riyj the verbhilfen governs

dative case, as shown in (549a, b). Againvas fir phrase shows up in dative case in the

short exclamative (549c). This suggests that in the casesenhere is no clausal material

174English syntax does not appear to allow the NP ellipsisresubstitution which is permitted in the
German case here, as shown by the parentheses. s 2and what a onel assume this is just a variation
in the licensing of NP ellipsis/proforms, rather than tedlius anything about the sluicing here.
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in the surface form, there is nevertheless a verb assigmisg covertly in (548c), (549c¢),
i.e. these are cases of ellipsis.

We also observe Merchant’s P-stranding generalizatiom&séd cases. In a non-P-
stranding language such as German, a ‘short’ exclamatia: slmow a preposition if there
is a correlate in the antecedent, as shown in (550). Englisich is a P-stranding language,

can optionally express the preposition, as (551) shows.

(550) a. HatMariamit einemStudentergesprochen?

hasMary with aDAT student spoken
‘Did Mary speak to a student?’

b. Ja —und[mit was fur einemStudentenkie t gesprochemat!

yes andwith whatfor aDAT student she spoken has
‘Yes — and what a student she spoke to!

c. *Ja —und[was fur einemStudentengie mit t gesprochetat!

yes andwhatfor aDAT student shewith spoken has
(i.e. P-stranding barred)

d. Ja —und*(mit) was fur einem(Studenten)!

yes andwith whatfor aDAT student
‘Yes — and what a student!’

(551) Did Mary speak to a student?

a. Yes - and what a student she spoke to!
b. Yes - ?and to what a student she spoke!
c. Yes-—and what a student!

d. Yes - 7?and to what a student!

This implicates the same kind of movement in ‘short’ excléives as is present in the full
forms. We can take this, following Merchant 2001’s logicpasviding evidence for elided

structure in the ‘short’ exclamatives.
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However, there is an interesting contrast between thesexmaises of exclamatives
and embedded cases. Embedded exclamatives do not undégogslas pointed out by

Kim 199717

(552) a. A:lsJohnagenius?
B: No; in fact, I'm amazed/surprised (by) what enoT John is.
b. A:Did John cook curry?
B: Yes, and I'm amazed/surprised (by) whaNDERFUL curry John cooked.
c. A:Were there a lot of people there?
B: Yes; in fact, I'm amazed/surprised (by)HAT a lot of people there were

there.

(553) a. A:lsJohnan genius?
B: *No; in fact, I'm amazed/surprised (by) what emoT.
b. A:Did John cook curry?
B: ??Yes, and I'm amazed/surprised (by) whaiNDERFUL curry.
c. A:Were there a lot of people there?

B: ??Yes; in fact, I'm amazed/surprised (bWyHAT a lot of people.
A minimal pair is shown in (554)7¢

(554) a. Johnlost his keys. What an idiot (he is)!

b. John lost his keys. | can't believe what an idiot *(he is)!

175Kim attributes this observation to a 1997 University of Ceaticut manuscript ‘A Look at Sluicing in
Exclamative Constructions’ by D. Chen. | have not been abthsult this work. From what | can gather, it
proposes that sluicing is ruled out in English embeddedsenatives because English lacks the right sort of
embedding complementizer. As will be seen, this is quitélainto my proposed analysis.

1780n0 2006 claims that examples like the below are grammaab’s (69), sec. 4).
0] John wrote an extremely long paper, and it's unbeliesatthat a long paper.

| do not agree with this judgment, and it also conflicts witlmKi997’s reports. | think the contrast in (554)
is very sharp, for example.
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The key diagnostic here is the fact that thbat a NPconstruction only appears in ex-
clamatives in English. It cannot be used as an interrogagéisenany authors have noted

(Elliott 1971, Grimshaw 1979 a.o.).

(555) a. How many people were there?

b. #What a lot of people were there? (# as question)
Note the minimal pair in (556):

(556)  Were there a lot of people there?

a. Yes;in fact, I'm amazed by how many people.

b. ??Yes; in fact, 'm amazed by what a lot of people.

The key observation here is that (556a) has an embeddedayuesading forhow many
people (there were thereThis embedded question reading can be sluiced. Only wheen th
complement cannot be understood as a question is it impegsibluice it, as in (556b).
Again, we are faced with the question of why the-movement which is implicated in
exclamative formation should fail to license sluicing irsea like (556b). We might ask
if we can use the same argument as we used for relative clatimesemantic condition
might simply not be met, the exclamative clause perhapsanohg the right semantic type
to enter into the QUDsIVENNess relation. However, the fact that matrix exclamatives
canelide suggests that there is nothing wrong with exclamatisases entering into the
QUD-GIVENNess relatioper se So what goes wrong with clausal ellipsis in embedded
exclamatives?
On the current theory, we can understand restrictions sfgbit by saying that em-

bedded exclamative clauses lack the higher complementizieh creates a speech a¢t.

177This would amount to saying that exclamative speech actsatase embedded. In a fuller theory, we
would want to know why this is the case. Rett 2011 argues thaamatives cannot be embedded, but she
argues thaall speech acts cannot be embedded. | do not make this assuretmrcontinuing to hold that
assertions and questions can be embedded; but | do not atierdress the issue here of why questions
and assertions should be embeddable speech acts, but aiekswannot be.
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We can note that embedded exclamatives do not seem to icddgophoric contexts, as

shown by the possibility of epithet binding.
(557) John was surprised by what a lot of letters the idigbt.

Furthermore, if we equate the presence of C1 with ‘root’ ba&ran the embedded clause,
then evidence for the unembedability of exclamative clagsenes from the German parti-

clenur. This particle can appear in matrix exclamatives (Gros220ds shown in (558)’8

(558) Wasbinich nur fur einTrottel!

whatam| NUR for an idiot
‘What a fool | am!’

However, this particleur cannot appear in embedded contexts, as in (559).

(559) Mariasagtemir, was ich (*nur) fur ein Trottel bin.

Mariasaid to.mewhatl NUR foran idiot am
‘Maria told me what an idiot | am.’

This suggests that the matrix exclamative has differenpgmees from the embedded ex-
clamative.

Further syntactic evidence that embedded exclamativesetalack a C1 layer, while
matrix exclamatives possess it, comes from T-to-C movent@emerallywh-exclamatives
in modern English do not show T-to-C movement even for spsakdo allow T-to-C

movement in embedded questions.

(560) a. What amazing curry John has made!

b. ??What amazing curry has John made!

However, there is evidence that T-to-C movement in exclareshas been possible in at

least some stages in the history of English: for examplebéhew line from Shakespeare:

178] am again thankful to Stefan Keine for his judgments.
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(561) What a piece of work is a man! (Hamlet, act I, scene ii)
Elliott 1971 notes examples like (562) (Elliott’s (39), indPsalm 84).
(562) How lovely is Thy dwelling place, O Lord of Hosts!

And at least my dialect allows (perhaps slightly marginaliyarchaically) cases like (563)

below!™
(563) What a fool was | to think that he would fulfill his resysdilities!
But T-to-C movement is degraded in embedded contexts.

(564) a. | can't believe what a fool | was to think that he wofutill his responsi-
bilities.
b. ?*I can’t believe what a fool was | to think that he wouldfiiihis responsi-

bilities.

(565) a. We stand in awe of how lovely Thy dwelling place is, @d.of Hosts!

b. ?*We stand in awe of how lovely is Thy dwelling place, O LofdHosts!

We have been seeing T-to-C movement as diagnostic of a doobi@lementizer structure.
The lack of T-to-C movement in the embedded contexts in (564p), contrasted with its
(marginal) availability in the matrix case in (563), suggdhat the double complementizer
structure is not available in embedded ‘exclamatives’. ndurrent account, the higher
complementizer C1 is responsible for ellipsis; if it is noégent, we do not expect to see

clausal ellipsis, as indeed we do not.

17%somehow the clause headedtoymakes (563) more acceptable, i.&VI?at a fool was lis less good.
| do not have a theory for why this should be. There may be a t&top to analyze (563) as a rhetorical
guestion, but note that thehat a NPconstruction should be incompatible with this.
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(566) a. It surprises me what an idiot John is.

b. VP
V DP CP2
| — /\
me
surprises op Spo
/\
what an idiot C2 P
A
Johnis

However, we run into a problem with the claim that embeddedaematives lack C1.
If exclamatives denote sets of true propositions, whichhis @analysis put forward by
Zanuttini & Portner 2003, we might imagine that they lookyaruch like cases of sluic-
ing involving embedded factive or ‘extensional’ questi¢@soenendijk & Stokhof 1984),
such assomeone left, and | found out wiadt. In section 5.8, | will argue that such cases do
contain material in C1, specifically, an Answer operatohiea $ense of Heim 1994, Dayal
1996. And in fact, Zanuttini & Portner 2003 explicitly argta the presence of a factive
operator in the left periphery of exclamatives. If thatght, and if the factive operator is
to be identified with what | am calling C1, then the absencelb{a&hd of sluicing) in these
cases of embedded exclamatives would be unexpected.

To understand this, | argue that the correct analysis ofaexatives is not the one put
forward by Zanuttini & Portner 2003, in which an exclamatdenotes a set of proposi-
tions. Rather, | adopt the theory put forward by Rett 2011thia theory, an exclamative
like What an idiot he islor What tasty curry he madedenotes a type of degree relative.
The what in the exclamatives ranges over degrees, and pied-pipeBRhi¢ is in. The
individual-type variable left behind by the movement of DI is existentially closed, and
the degree-type variable is abstracted over, giving thevbédee Rett 2011:(27) for the full

derivation).
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(567) CcP2

Dpj/>\

A CP2

whatd-tasty curry N

C2 TP

John made;t

(568)  [What tasty curry John mafle- Ad.3z.John made curry that wasi-tasty

Having created this degree property, Rett proposes thatiisieacted variablé gets exis-

tentially closed (569a) or contextually valued (569b)ufesg in a proposition.

(569) a. dd.dz. John made curry that wasd-tasty

b. dz. John made curry that wasd-tasty ¢ given by context)

| will assume the contextual provision variant (569b) heféis proposition can then be

input to verbs which take propositions as argument.

(570) a. | found out what tasty curry John made.
~ | found out that John made tasty curry.
b. Ican't believe what tasty curry John made.

~ | can’t believe that John made tasty curry.

My understanding of Rett is that in these cases, the sourtteedhigh degree’ interpreta-
tion should be the same in these pairs (whatever that saumte @ut to be in the evaluative
cases, i.eJohn made tasty curjy But it should be noted that these sentences don’'t seem
like paraphrases of each other. The version with the exc¢laengyntax seems to require
that the degree of tastiness be even higher than the pasaplvitn the evaluative version

of the adjective. This is particularly clear in (570b). | ddrave a detailed solution to offer

to this here, except to note that there is a parallel with ek pronousuch which has a
very similar exclamative use (Elliott 1971). If that is inded, the paraphrases of (570a, b)

become much more apt.
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(571) a. | found out that John made such tasty curry.

b. Ican't believe that John made such tasty curry.
Note also that while (571b) and (570b) are good, both of (5BRare bad.

(572) a. *l believe what tasty curry John made.

b. *I believe that John made such tasty curry.

Possibly the presence of an overt degree pronoun — etidror what in the relative
case — is enough to create a ‘very high’ interpretatfSn.won't try to flesh this out here,
however. The important point for our purposes is that thera plausible semantics for
exclamatives in which they denote relatives. The syntaxsig plausible. For example,
multiple wh-awords are degraded in exclamatives, just as they are defjmadelatives (as

Rett 2008:167 points outf!

(573) | found out which people went to which party.

(multiple whawords 