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Abstract

Based on a crowdsourced truth-value judgment experiment, we provide empir-
ical evidence challenging two classical views in semantics, and we develop a novel
account of counterfactuals that combines ideas from inquisitive semantics and
causal reasoning. First, we show that two truth-conditionally equivalent clauses
can make di�erent semantic contributions when embedded in a counterfactual
antecedent. Assuming compositionality, this means that the meaning of these
clauses is not fully determined by their truth conditions. This �nding has a clear
explanation in inquisitive semantics: truth-conditionally equivalent clauses may
be associated with di�erent propositional alternatives, each of which counts as a
separate counterfactual assumption. Second, we show that our results contradict
the common idea that the interpretation of a counterfactual involves minimizing
change with respect to the actual state of a�airs. We propose to replace the idea
of minimal change by a distinction between foreground and background for a
given counterfactual assumption: the background is held �xed in the counter-
factual situation, while the foreground can be varied without any minimality
constraint. Our account integrates the causal reasoning framework of Pearl (2000)
into possible-world semantics and extends it to arbitrary antecedents.

Keywords: counterfactuals, minimal change semantics, inquisitive semantics,
web survey, disjunctive antecedents, causal reasoning

1 Introduction
Imagine a long hallway with a light in the middle and with two switches, one at each
end. One switch is called switch A and the other one is called switch B. As the wiring
diagram in Figure 1 shows, the light is on whenever both switches are in the same
position (both up or both down); otherwise, the light is o�. Right now, switch A and
switch B are both up, and the light is on. But things could be di�erent. . .

Which of the following counterfactual sentences are true in this scenario?
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Figure 1: A multiway switch

(1) a. If switch A was down, the light would be o�. A>off
b. If switch B was down, the light would be o�. B>off
c. If switch A or switch B was down, the light would be o�. A∨B>off
d. If switch A and switch B were not both up, the light would be o�.

¬(A∧B)>off
e. If switch A and switch B were not both up, the light would be on.

¬(A∧B)>on

This simple empirical question bears on two fundamental issues in semantics, namely,
(i) the nature of sentence meaning, and (ii) the interpretation of counterfactuals. Mo-
tivated by experimental results, this paper challenges classical views on these two
issues and develops a novel account of counterfactuals, which combines ideas from
inquisitive semantics and causal reasoning.

For the sake of readability, throughout the paper we refer to the sentences in (1)
by the mnemonic labels that appear next to them. These labels are based on the
following conventions: A and A stand respectively for ‘switch A is up’ and ‘switch A
is down’, and similarly for switch B. We use the standard logical notations ¬,∧,∨
for negation, conjunction, and disjunction, and > for the counterfactual conditional
construction. We take > to have lower precedence than other operators; thus, for
example, A∨B>off should be read as (A∨B)>Off. In later sections, we will assume
that these representations correspond to the logical forms of these sentences, at a
suitable level of abstraction.

1.1 The nature of sentence meaning
The �rst issue we investigate is the relation between sentence meaning and truth
conditions. There are two views on this issue. The textbook view is that truth conditions
completely determine meaning: “To know the meaning of a sentence is to know its
truth conditions” (Heim & Kratzer 1998: p. 1). In the standard intensional semantics
framework, this view is implemented by representing the meaning of a sentence as a
set of possible worlds—the set of those worlds in which the sentence is true.

An alternative view is that the meaning of a sentence carries some extra structure
beyond what is needed to capture its truth conditions, and that the notion of sentential
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meaning is therefore more �ne-grained than what is provided by sets of possible
worlds. In such frameworks, the meaning of a sentence determines its truth conditions,
but the converse is not the case: two sentences may have the same truth conditions
but be associated with di�erent meanings.

The di�erence between these two views can be illustrated with a simple example.
Taking for granted that the switches of our scenario assume only two positions, up
and down, the following sentences have the same truth conditions.

(2) a. Switch A or switch B is down. A∨B
b. Switch A and switch B are not both up. ¬(A∧B)

Whenever A∨B is true, ¬(A∧B) is true as well, and vice versa (we will provide
experimental evidence for this in Section 2.3.1). In fact, given the assumption that a
switch is down whenever it is not up, the truth-conditional equivalence between A∨B
and ¬(A∧B) is an instance of de Morgan’s law ¬A∨¬B ≡ ¬(A∧B), which is valid in
classical logic—the logic arising from truth-conditional semantics. On the textbook
view, A∨B and ¬(A∧B) therefore have the same meaning. By contrast, on the view
that meaning is not completely determined by truth conditions, A∨B and ¬(A∧B) may
well di�er in meaning.

Throughout this paper, we assume the principle of semantic compositionality for
natural language: the meaning of a complex expression is completely determined by
the meaning of its constituents and the way they are combined. A corollary is the
principle of substitution of equivalents: the meaning of a complex expression does not
change when a constituent is replaced by another expression with the same meaning.

Under the compositionality assumption, the two views on the nature of meaning
lead to di�erent expectations about what should happen when sentences like A∨B
and ¬(A∧B) are embedded as constituents in a larger sentence. On the textbook view,
since A∨B and ¬(A∧B) have the same meaning, we expect them to make exactly
the same semantic contribution to the sentences they are part of, and we expect that
substituting one with the other in the context of a larger sentence should not a�ect its
meaning. By contrast, if A∨B and ¬(A∧B) have di�erent meanings, we expect them
to make di�erent semantic contributions when embedded in a larger sentence. In this
case, substituting one with the another may well result in a di�erent meaning, and
possibly also in di�erent truth conditions for the complex sentence.

To make this concrete, consider the counterfactuals A∨B>off and ¬(A∧B)>off,
which embed A∨B and ¬(A∧B) as antecedents. If A∨B > off and ¬(A∧B) > off
turn out to have di�erent truth conditions, this is incompatible with compositionality
combined with the textbook view on meaning, and it provides an empirical argument
for distinguishing the meanings assigned to A∨B and ¬(A∧B).

To investigate whether A∨B > off and ¬(A∧B)> off can indeed come apart in
their truth values, we conducted a truth-value judgment experiment based on the
context described earlier. Our results show that while a vast majority of participants
judged A∨B > off true in the given scenario, few judged ¬(A∧B) > off true. This
evidence favors a �ne-grained view of meaning that teases apart A∨B and ¬(A∧B).1

1Contexts that make more �ne-grained distinctions than those determined by truth conditions are often
referred to as hyperintensional (C. Fox & Lappin 2005, McKay & Nelson 2014). Our experimental result
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In addition to providing empirical support for a �ne-grained view on meaning, in
this paper we develop a formal theory that explains the di�erence we observe between
the counterfactuals A∨B>off and ¬(A∧B)>off. Our theory builds on the framework
of inquisitive semantics (Ciardelli, Groenendijk & Roelofsen 2013). In inquisitive
semantics, the meaning of a sentence is not represented as a set of possible worlds, but
as a set of such sets, referred to as the alternatives for the sentence. By representing
sentence meaning as a set of alternatives, inquisitive semantics captures the intuition
that a single sentence can evoke several possibilities. The di�erence between the two
antecedents is captured by the fact that, while ¬(A∧B) is associated with a single
alternative, A∨B is associated with two distinct alternatives, corresponding to the two
disjuncts.2

To explain how the presence of these di�erent alternatives a�ect the truth condi-
tions of counterfactuals, we combine inquisitive semantics with a proposal by Alonso-
Ovalle (2006, 2009). According to this proposal, a counterfactual antecedent does not
always contribute a unique assumption: when it is associated with multiple alternatives,
as in the case ofA∨B, each of these alternatives is processed as a separate counterfactual
assumption. This means that the consequent of A∨B >off and ¬(A∧B)>off ends
up being assessed in di�erent hypothetical situations in the two cases, resulting in
di�erent truth conditions for the two counterfactuals.

1.2 The interpretation of counterfactual conditionals
Aside from providing a probe into the nature of sentence meaning, our empirical
observations also bear on a fundamental issue concerning the interpretation of coun-
terfactuals. This issue consists in determining which hypothetical situations should be
considered in order to assess the truth of a counterfactual.

The standard view is that the situations that should be considered are those where
the antecedent is true, and which otherwise di�er minimally from the actual situation.
We refer to this as the minimal change requirement. This view is at the heart of the
most in�uential theories of counterfactuals (Stalnaker 1968, Lewis 1973, Kratzer 1981a).
One of the main goals of our paper is to show that the minimal change requirement
leads to incorrect predictions concerning the interpretation of counterfactuals with
complex antecedents, and to present an alternative view.

can be viewed as showing that counterfactual antecedents are hyperintensional. Nevertheless, there is
an important di�erence between counterfactual antecedents and other contexts which have been argued
to be hyperintensional, such as belief attributions. In belief attribution claims, replacement of equivalent
sentences is generally invalid: as a reviewer points out, even John believes it will rain within a fortnight
and John believes it will rain within two weeks may have di�erent truth values. This is not the case for
counterfactual antecedents: If it had rained for a fortnight, the crops would have been ruined has the same
truth conditions as If it had rained for two weeks, the crops would have been ruined. Our proposal preserves
the principle of substitution of equivalent antecedents, but it makes it harder for two sentences to count as
equivalent.

2The semantic frameworks of alternative semantics (Hamblin 1973, Kratzer & Shimoyama 2002, Alonso-
Ovalle 2006) and truth-maker semantics (Fine 2012a) are similar to inquisitive semantics in some crucial
respects. However, some speci�c di�erences between these frameworks also matter for our concerns, as we
discuss in Section 6.1. Dynamic theories of meaning (Kamp 1981, Heim 1982, Groenendijk & Stokhof 1990)
also take the view that meaning is not completely determined by truth conditions, but they are primarily
concerned with discourse phenomena and anaphora, which we set aside here.
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The minimal change requirement was motivated by counterfactuals with simple
antecedents such as If this match was struck, it would light. In judging this sentence,
we allow certain facts to carry over from the actual world to the hypothetical situa-
tions we consider. For example, we assume that the match was not soaked in water
overnight, that there is oxygen in the air, and so on. The purpose of the minimal
change requirement is to prevent us from introducing any gratuitous changes to such
facts.

In the canonical account of counterfactuals, ordering semantics (Stalnaker 1968,
Lewis 1973), the minimal change requirement is implemented as follows. Counterfac-
tuals are interpreted by means of a relation of comparative similarity to the world of
evaluation. This relation is assumed to be a weak total order on possible worlds (that
is, a total order that allows for ties). Intuitively, a worldw ′ counts as more similar than
w ′′ to the world of evaluation w just in case getting from w to w ′ involves a smaller
amount of change than getting from w to w ′′. Let us refer to a world where φ is true
as a φ-world. Glossing over details that do not matter for our argument, the main idea
of ordering semantics is that a counterfactual φ > ψ is true at a world w in caseψ is
true at each of the φ-worlds which are most similar to w .

In this paper we test the predictions of the minimal change requirement in a novel
way. Crucially, we do not rely on any pre-de�ned assumption about similarity.3 In a
given context, we can use truth value intuitions about some counterfactuals to infer
what the relevant similarity ordering must be like for these intuitions to be accounted
for; we can then use our �ndings about similarity to predict the truth value of another
counterfactual, and check whether this prediction is empirically correct.4

To make this concrete, consider our switches scenario. Suppose the counterfactuals
A > off and B > off are true in the given situation. This means that the relevant
similarity ordering must be such that the most similar A-worlds are Off-worlds, and
analogously for the most similar B-worlds. It turns out that this is su�cient to make a
prediction about the truth of ¬(A∧B)>off. For consider a most similar ¬(A∧B)-world,
that is, a most similar world where the switches are not both up. This must be either a
most similar A-world or a most similar B-world. In either case, this world must be an
Off-world. Consequently, ¬(A∧B)>off is predicted to be true.

Thus, regardless of what notion of world similarity we assume, ordering semantics
predicts that if A > off and B > off are true, then so is ¬(A∧B) > off. In other
words, the entailment A>off, B>off |= ¬(A∧B)>off is logically valid in ordering
semantics. Although we formulated this argument in the context of ordering semantics,
an analogous conclusion can be reached in other frameworks that incorporate the
minimal change requirement, such as premise semantics as formulated in Kratzer

3Many arguments against Lewis (1973) rely on such assumptions. For example, Fine (1975) argues that
the minimal change requirement would wrongly predict If Nixon had pressed the button there would have
been a nuclear holocaust to be false, because one can easily imagine a small change that prevents the button
from working. These arguments rely crucially on speci�c assumptions about similarity (Lewis 1979)—in
this case, the assumption that a world where a wire malfunction prevents the button from causing nuclear
war counts as more similar to the actual world than one where nuclear war takes place.

4This way of arguing is in line with a methodological suggestion by Lewis (1979: p. 466f.): to evaluate
whether ordering semantics is empirically accurate, we must determine the nature of the similarity order-
ing by reasoning backwards from the truth conditions of counterfactuals without imposing any a priori
plausibility assumptions on the similarity ordering.
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(1981a,b). We come back to this in Section 6.2.
A truth-value judgment task including A>off, B>off, and ¬(A∧B)>off allowed

us to test whether this prediction of the minimal-change requirement is borne out.
Our �ndings contradict this prediction: while a vast majority of participants judged
both A>off and B>off true in the given scenario, few judged ¬(A∧B)>off true.

In addition to presenting evidence against the minimal change requirement, in
this paper we provide a conceptual explanation of our �ndings and a corresponding
formal account. We replace the idea of minimal change by a binary distinction between
facts that are at stake—or foregrounded—when making a counterfactual assumption
and facts that are regarded as backgrounded. While backgrounded facts are held
�xed in making the assumption, foregrounded facts can be manipulated without any
minimality constraints.

The intuitive idea is that when making the counterfactual assumption that A is
down, the position of B is not at stake and can be viewed as backgrounded; since
backgrounded facts are held �xed, in the counterfactual scenario switch A is down,
but switch B is still up; by the laws of the circuit, this implies that the light is o�. This
explains why A>off is judged true. The situation is analogous for B>off. However,
when making the assumption that A and B are not both up, the positions of both
switches are now at stake, and neither can be regarded as backgrounded; thus, in the
counterfactual scenario, nothing about the actual situation is retained, and all we can
assume is that A and B are not both up. This does not allow us to reach any de�nite
conclusion about the state of the light. Therefore, ¬(A∧B)>off is not judged true.

Building on ideas from premise semantics (Kratzer 1981a,b) and causal reasoning
(Pearl 2000), we develop a formal theory of counterfactuals that embodies these intu-
itions. We show that, in combination with inquisitive semantics, this theory accounts
for our �ndings.

1.3 Structure of the paper
The paper is organized as follows. In Section 2 we present the details of our experiment.
We argue that our experimental results raise two problems, one for the view that
meaning can be equated with truth conditions, and the other for the minimal change
requirement. Section 3 shows how the �rst problem can be solved by lifting an account
of conditionals to inquisitive semantics. Section 4 shows how the second problem
can be solved by replacing the minimal change requirement by the idea of a factual
background. Section 5 discusses additional patterns in our data, involving minority
judgments and order e�ects, and suggests explanations based on our theory. Section 6
discusses the connections between our proposal and related work on counterfactuals.
Section 7 concludes. A visual outline of the challenges we discuss and of the solutions
we propose is given in Figure 2.
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Assumption:
meaning = truth conditions

Assumption:
minimal change requirement

Problem: predicts the equivalence
A∨B > off ≡ ¬(A∧B) > off

Problem: predicts the entailment
A> off, B > off |= ¬(A∧B)> off

Solution: inquisitive lifting Solution: background semantics

Our account

Figure 2: The paper at a glance.

2 Experiment

2.1 Hypotheses and predictions
The two questions we seek to answer are whether the truth conditions of a sentential
clause completely determine its meaning, and whether the interpretation of counter-
factuals with complex antecedents challenges the minimal change requirement.

For the �rst question, our experiment took advantage of the truth-conditional
equivalence between A∨B and ¬(A∧B). As we discussed, assuming compositionality,
the hypothesis that truth conditions completely determine meaning predicts that
A∨B>off and ¬(A∧B)>off should have the same meaning as well, and should be
judged in the same way in a given situation. By contrast, if meaning is not completely
determined by truth conditions, then A∨B and ¬(A∧B) may well have di�erent
meanings. If so, these clauses could make a di�erent contribution when embedded in
a conditional antecedent, which may result in A∨B>off and ¬(A∧B)>off having
di�erent truth values in the given situation—something that would be re�ected by
native speakers’ truth value intuitions.

To answer the second question, we tested native speakers’ judgments of A>off,
B > off, and ¬(A∧B) > off. As we argued in Section 1.2, the minimal change
requirement predicts that in any context where A>off and B>off are both judged
true, ¬(A∧B) > off should be judged true as well. Thus, if A > off and B > off
but not ¬(A∧B)>off are judged true, the minimal change requirement is obviously
challenged.
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2.2 Experiment design and methods
Our experiment included three parts: (i) two pretests (Section 2.3), (ii) the main
experiment (Section 2.4), and (iii) three post-hoc tests (Section 2.5). Pretest I con�rmed
the truth-conditional equivalence between A∨B and ¬(A∧B) for native speakers of
English, and Pretest II con�rmed that the critical sentences used in our main experiment,
namely, A∨B > off and ¬(A∧B) > off, are natural to native speakers to the same
degree. In the main experiment, we elicited native speakers’ truth value judgments for
the counterfactuals in (1). We used the three post-hoc tests to rule out some alternative
accounts for the �ndings of our main experiment.

We implemented all these experiments and tests as web surveys using TurkTools
(Erlewine & Kotek 2016), which relies on the online labor market platform Amazon
Mechanical Turk (http://www.mturk.com). Participants were all required to be located
in the United States and have a Mechanical Turk approval rate (an indication of
reliability) of at least 95%.

In all tests, each participant was asked to judge two sentences: one target and one
�ller sentence. For half of the participants, the target preceded the �ller, while for the
other half, the order of presentation was reversed. Our �llers were all uncontroversial
in terms of naturalness or truth value, and thus the response to them was an indication
showing whether participants paid enough attention to stimuli.

In the main experiment, Pretest I, and the three post-hoc tests, participants were
shown a pictorial context5 along with a short descriptive text and were asked to judge
whether what the sentences say about the picture is ‘true’, ‘false’ or ‘indeterminate’.

In Pretest II, there was no pictorial context or descriptive text. Participants were
asked to judge whether the sentences sound natural on a 7-point scale, where 1 stands
for “totally unnatural” and 7 for “perfectly natural”.

Before the presentation of our stimuli, we gave examples illustrating the truth
value or naturalness judgment task. At the end of the survey, we asked participants
whether they were native speakers of English, whether they spoke British or American
English or another dialect, and whether they had any comments for us (few did). We
stated that their answers to these questions would not a�ect the payment.

For the truth value judgment task, we paid each participant $0.10. For the natural-
ness judgment task, we paid each participant $0.02. We used participants’ responses
to demographic questions and �ller sentences to �lter data: responses from those who
did not self-identify as native speakers of American English or who failed to judge the
�ller sentence correctly were ruled out from further analyses. If someone took part in
our study more than once, only their �rst response was included. In all tests, incorrect
responses to �ller items accounted for the majority of rejected data.

All our experimental materials, instructions for participants, raw data, scripts for
data processing and analysis, as well as a detailed summary of results are available in
the supplementary material of this paper.

5Our �gures are adapted from multiway switches © Cburnett (https://en.wikipedia.org/wiki/Multiway_
switching#/media/File:3-way_switches_position_2.svg) CC BY-SA 3.0.
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Figure 3: Pretest I. Switch A and B are both down, and the light is on.

Table 1: Results of Pretest I

Sentence Number True (%) False (%) Indeterminate (%)
A∨B 145 118 81.38% 23 15.86% 4 2.76%

¬(A∧B) 130 118 90.77% 11 8.46% 1 0.77%

2.3 Two pretests
2.3.1 Pretest I

Materials The goal of Pretest I was to con�rm that A∨B and ¬(A∧B) have identical
truth conditions. Since these sentences are both undoubtedly true when exactly one
of the two switches is down, and false when both switches are up, we only elicited
truth value judgments of these sentences in a scenario where both switches are down.

To this end, we used the pictorial context in Figure 3 and asked participants to
provide truth value judgments for A∨B and ¬(A∧B). We also included the sentence
Switch A is up as a �ller item, and we discarded data from participants who failed to
judge it false in this context.

Results We collected data from 330 non-repetitive participants who are native
speakers of American English and rejected 16.67% of the responses. As shown in
Table 1, each sentence was judged true by a wide majority of participants; we conclude
thatA∨B and ¬(A∧B) are both true in this scenario, which con�rms that these sentences
are truth-conditionally equivalent. This is in line with the experimental literature on
disjunction since Paris (1973), which has generally found a preference for inclusive
interpretations in unembedded contexts. For example, Chevallier et al. (2008) �nd that
the core meaning of or is inclusive, and that an exclusive interpretation only arises
when participants are forced to focus on the disjunction for at least three seconds.

The rate of acceptance was slightly higher for ¬(A∧B) than forA∨B. This di�erence
was borderline signi�cant (χ 2(2,N = 275) = 5.23, p = 0.07). It could be attributed to
noise, or it might indicate that a minority of participants interpreted or as exclusive
disjunction (A or B but not both). We come back to this point in Section 2.6.1.
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Table 2: Results of Pretest II

Sentence Number Mean rating Standard deviation
A∨B>off 73 5.07 1.63
¬(A∧B)>off 55 5.16 1.76

2.3.2 Pretest II

Materials We assume that counterfactual sentences with simple antecedents (for
example, if switch A was down, the light would be o� ) are natural. Here in Pretest II,
we aimed to verify that the two counterfactual sentences with complex antecedents,
A∨B>off and ¬(A∧B)>off, sound equally natural to native speakers. We used the
sentence If I were in the hallway, I would turn the light o� as the �ller item, and we
excluded data from participants who judged the �ller lower than 5 on a 7-point scale.

Results As shown in Table 2, both sentences were judged acceptable at comparable
levels: the t-test comparing the scores of these two sentences showed no signi�cant
di�erence (p = 0.37). Thus, any potential di�erences between the truth value judg-
ments of these two sentences are unlikely to be attributable to one of the sentences
being less natural than the other.

2.4 Main experiment
In our main experiment, we presented the context described in the introduction, and
we asked participants to give truth value judgments for one of the �ve counterfactual
sentences in (1).

Materials Our context consisted of the descriptive text at the outset of the paper,
repeated below, and of Figure 1.6

(3) Imagine a long hallway with a light in the middle and with two switches,
one at each end. One switch is called switch A and the other one
is called switch B. As this wiring diagram shows, the light is on
whenever both switches are in the same position (both up or both
down); otherwise, the light is o�. Right now, switch A and switch B
are both up, and the light is on. But things could be di�erent . . .

Our �ve target sentences, repeated from (1), are shown in (4) The labels that appear
next to them were not shown to participants.

6The two-switches scenario was originally introduced by Lifschitz (1990) in the context of causal reason-
ing. Within the literature on counterfactuals, it was �rst discussed in Schulz (2007), as a counterexample to
the theory of Veltman (2005). That discussion is not directly related to our main concerns here. The speci�c
text in (3) is our own, and to the best of our knowledge, our paper is the �rst to discuss the two-switches
scenario in connection with complex antecedents.
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Table 3: Results of the main experiment

Sentence Number True (%) False (%) Indet. (%)
A>off 256 169 66.02% 6 2.34% 81 31.64%
B>off 235 153 65.11% 7 2.98% 75 31.91%

A∨B>off 362 251 69.33% 14 3.87% 97 26.80%
¬(A∧B)>off 372 82 22.04% 136 36.56% 154 41.40%
¬(A∧B)>on 200 43 21.50% 63 31.50% 94 47.00%

(4) a. If switch A was down, the light would be o�. A>off
b. If switch B was down, the light would be o�. B>off
c. If switch A or switch B was down, the light would be o�. A∨B>off
d. If switch A and switch B were not both up, the light would be o�.

¬(A∧B)>off
e. If switch A and switch B were not both up, the light would be on.

¬(A∧B)>on

Our �ller sentence is shown in (5). We ruled out data from those participants who
failed to judged it false in the given context.

(5) If switch A and switch B were both down, the light would be o�.

Results We collected data from 2299 non-repetitive participants who are native
speakers of American English and rejected 38.02% of the responses. The remaining
1425 responses are summarized in Table 3.

Di�erences across all �ve sentences were highly signi�cant (χ 2(8,N = 1425) =
383.36,p < 0.0001). Our results fall naturally into two blocks, as indicated by the
dashed line in Table 3.7 The �rst block consists of A>off, B >off, and A∨B >off,
which were all judged true by a wide majority. In the second block, ¬(A∧B)>off and
¬(A∧B)>on were generally judged false or indeterminate. The frequency di�erence
between A∨B > off and ¬(A∧B) > off is highly signi�cant: χ 2(2,N = 734) =
197.84,p < 0.0001. Di�erences within each block were not signi�cant (�rst block:
χ 2(4,N = 853) = 3.33,p = 0.5042; second block: χ 2(2,N = 572) = 1.92,p = 0.3829).

Crucially, our results show thatA∨B>off and¬(A∧B)>offwere judged di�erently,
indicating that these two counterfactuals have di�erent truth conditions. Moreover,
¬(A∧B)>off was judged false by most participants, while A>off and B>off were
judged true, contrary to the predictions of the minimal change requirement.

7This observation is con�rmed by statistical analysis. All pairwise chi-square tests between sentences
across blocks are highly signi�cant (p < 0.0001); pairwise comparisons within each block are not (A>off
vs. B >off: χ 2(2, N = 491) = 0.90; A>off vs. A∨B >off: χ 2(2, N = 618) = 0.28; B >off vs. A∨B >off:
χ 2(2, N = 597) = 0.37; ¬(A∧B)>off vs. ¬(A∧B)>on: χ 2(2, N = 572) = 0.38).
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Figure 4: Post-hoc test I. There is no wire between the two “down” positions.

2.5 Three post-hoc tests

The �ndings of our main experiment suggest that the clauses A∨B and ¬(A∧B) di�er
in meaning, contradicting the view that meaning can be equated with truth conditions.
Moreover, they suggest that in our context, A > off and B > off are true, while
¬(A∧B)>off is false, contrary to the predictions of the minimal change requirement.

To solidify these conclusions, we ran three post-hoc tests that rule out some
potential alternative explanations for the drop in ‘true’ judgments from the �rst three
sentences, A>off, B>off and A∨B>off, to the fourth, ¬(A∧B)>off.

2.5.1 Post-hoc test I: the light is on only if both switches are up

Materials Post-hoc test I aimed to test whether the di�erence in judgments between
A∨B > off and ¬(A∧B) > off observed in our main experiment might be due to
context-independent factors such as di�erences in complexity or processing load. To
this end, we replaced the pictorial context by the one shown in Figure 4, in which
the light is on only if both switches are up, and we replaced the third sentence in our
descriptive text by the sentence in (6):

(6) As the following wiring diagram shows, the light is on whenever both switches
are up; otherwise, the light is o�.

If in our main experiment, the di�erence in truth value judgments between A∨B>off
and ¬(A∧B)>off is mainly due to context-independent factors, we expect to observe
the same di�erence in this post-hoc test. If the di�erence tracks an actual di�erence in
truth conditions, then in this new context, we expect that the pattern might change.

We used the �ller If switch A and switch B were both down, the light would be on,
and we rejected data from participants who failed to judge the �ller false.

Results We collected data from 553 non-repetitive participants who are native
speakers of American English and rejected 18.81% of the responses. The remaining
449 responses are summarized in Table 4.

This time, the di�erences among the truth value judgments of the �rst four sen-
tences were only marginally signi�cant (χ 2(6,N = 346) = 11.26,p = 0.08). Moreover,
this time A>off, B>off, A∨B>off and ¬(A∧B)>off were all judged true by a large
majority of participants. This indicates that the di�erence in truth value judgments
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Table 4: Results of Post-hoc test I

Sentence Number True (%) False (%) Indet. (%)
A>off 52 41 78.85% 5 9.61% 6 11.54%
B>off 68 60 88.24% 5 7.35% 3 4.41%

A∨B>off 110 104 94.55% 1 0.91% 5 4.54%
¬(A∧B)>off 116 99 85.34% 9 7.76% 8 6.90%
¬(A∧B)>on 103 19 18.45% 79 76.70% 5 4.85%

between A > off/B > off/A∨B > off and ¬(A∧B) > off that we observed in our
main experiment is not driven by context-independent factors. More speci�cally, the
dropo� in “true” judgments from any of the �rst four sentences to ¬(A∧B)>off is
always under 10% in this Post-hoc test, while in the main experiment, it is always
over 40%. The vast discrepancy between these di�erences suggests that di�erences in
processing load can be responsible at most for a quarter of the dropo� observed in the
main experiment.

2.5.2 Post-hoc test II: replacing down by not up

Materials Post-hoc test II was designed to test whether the presence or absence of
explicit negation a�ects the result pattern of the main experiment. To this end, we
replaced the word down by not up in the target sentences that used it. We did not
replace down by not up in the �ller sentence.

Results For ¬A>off, ¬B >off, and ¬A ∨ ¬B >off, we collected data from 561
non-repetitive participants who are native speakers of American English and rejected
71.66% of the responses.8 The remaining 159 responses are summarized in Table 5
along with the results of ¬(A∧B)>off and ¬(A∧B)>on from the main experiment.

Table 5 shows that substituting not up for down did not change the pattern in
the observed results: di�erences across all �ve sentences were highly signi�cant
(χ 2(8,N = 743) = 129.26,p < 0.0001). The results shown in Table 5 also fall naturally
into two blocks, as indicated by the dashed line. Sentences of the �rst block were all
judged true by a majority, and di�erences within the �rst block were not signi�cant

8In both Post-hoc test II and III, a large proportion of data were rejected due to participants being
incorrect in answering the �ller item (71.66% for Post-hoc test II, and 67.27% for Post-hoc test III). This is
mysterious, and we only have a conjecture here: using not up instead of down and using were instead of was
degraded the naturalness of sentences and thus made participants confused and their truth value judgments
less reliable. In a separate naturalness test, we used these two factors to construct four sentences-to-test
(If switch A was/were down/not up, the light would be o� ) and conducted a 2 by 2 ANOVA, which indeed
revealed that down-sentences (N = 63, Mean = 5.41, SD = 1.47) were rated signi�cantly more natural than
not-up-sentences (N = 63, Mean = 4.33, SD = 1.69) (F (1, 122) = 14.56, p < 0.001), and was-sentences (N
= 63, Mean = 5.03, SD = 1.61) were also rated more natural than were-sentences (N = 63, Mean = 4.71,
SD = 1.73) numerically, though this di�erence was not signi�cant (F (1, 122) = 1.26, p = 0.26). In any
case, �ltering out participants who answered the �ller sentence wrong did not markedly a�ect the general
patterns we found in Post-hoc Tests II and III.
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Table 5: Results of Post-hoc test II. The last two lines are repeated from Table 3.

Sentence Number True (%) False (%) Indet. (%)
¬A>off 36 27 75.00% 1 2.78% 8 22.22%
¬B>off 43 28 65.12% 7 16.28% 8 18.60%

¬A ∨ ¬B>off 80 48 60.00% 16 20.00% 16 20.00%
¬(A∧B)>off 372 82 22.04% 136 36.56% 154 41.40%
¬(A∧B)>on 200 43 21.50% 63 31.50% 94 47.00%

Table 6: Results of Post-hoc test III

Sentence Number True (%) False (%) Indet. (%)
A>off 57 46 80.70% 0 0% 11 19.30%
B>off 42 35 83.33% 2 4.76% 5 11.90%

A∨B>off 83 61 73.49% 13 15.66% 9 10.84%

(χ 2(4,N = 159) = 5.93,p = 0.2044). The di�erence between A∨B > off in this
test and ¬(A∧B)> off in the main experiment is still signi�cant: χ 2(2,N = 452) =
46.37,p < 0.0001. Therefore, we can exclude the presence or absence of the word not
as a potential confounding factor.

2.5.3 Post-hoc test III: replacing was by were

Materials Post-hoc test III was designed to rule out the possibility that the choice of
auxiliary a�ected the judgments in our main experiment. To this end, we replaced the
word was by were in the target sentences that used it (A>off, B>off, and A∨B>off).

Results We collected data from 556 non-repetitive participants who are native
speakers of American English and rejected 67.27% of the responses. The remaining
182 responses are summarized in Table 6.

Overall, the results of Post-hoc test III yielded the same pattern as in the main
experiment. Each of the sentences in this test was judged true by most (> 70%) of the
participants. Moreover, the di�erence between A∨B>off in this test and ¬(A∧B)>
off in the main experiment is still signi�cant: χ 2(2,N = 455) = 83.89,p < 0.0001.
Therefore, we can exclude the choice of auxiliary as a factor a�ecting our �ndings.9

9This time, the comparison among the three sentences A > off, B > off and A∨B > off showed a
signi�cant di�erence: χ 2(4, N = 182) = 13.18, p = 0.01. While have no explanation for this fact, this seems
orthogonal to our main concern in this experiment, which was to show that the presence of the auxiliary
were cannot be responsible for the drop in ‘true’ judgments that we observe in our main experiment between
sentences in the �rst block (A>off/B >off/A∨B >off) and ¬(A∧B)>off.
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2.6 Discussion and conclusions
2.6.1 Summary of experimental �ndings

As shown in the results of our main experiment (Table 3), A > off, B > off, and
A∨B > off were generally judged true. Given the way the switches are wired, this
suggests that most participants interpreted A>off and B>off by considering what
would be the case if just the switch in question was toggled, leaving the other one in
place. Similarly, it seems that most participants interpreted A∨B>off by considering
one switch at a time, while ignoring the option that both switches might be toggled
simultaneously.10

As for¬(A∧B)>off and¬(A∧B)>on, most participants judged them indeterminate
or false. This suggests that the predominant strategy for these sentences is to consider
all three possibilities: only switch A is toggled; only switch B is toggled; both switches
are toggled. These possibilities do not all agree on the state of the light, leading to the
lack of ‘true’ judgments.

2.6.2 Ruling out alternative accounts for our �ndings

Nute (1975: p. 775) concludes from an example whose logic is similar to that of our
scenario that some instances of or in counterfactual antecedents are interpreted as ex-
clusive rather than inclusive disjunction. The possibility that or is lexically ambiguous
between inclusive and exclusive meanings is generally seen as problematic (Horn 1985,
Aloni 2016). However, theoretical considerations (e.g. Gazdar 1979, Chierchia 2004,
D. Fox 2007, Spector 2007) suggest that implicature calculation or a silent exhaustivity
operator might be responsible for what appears to be an exclusive interpretation of
natural language disjunction in certain environments. One may therefore wonder
whether an exclusive interpretation of or is responsible for the observed di�erence
between A∨B>off and ¬(A∧B)>off.

However, Pretest I has shown that A∨B, the main clause corresponding to the
antecedent of A∨B>off, was judged true by 81% of participants when both switches
were down. In other words, or is interpreted exclusively in A∨B at most 19% of the
time. In fact, the true rate is probably lower. Given that about 9% of participants failed
to judge even ¬(A∧B) as true, some participants might have judged A∨B false or
indeterminate for other reasons, such as performance errors. By contrast, in our main
experiment, A∨B > off was judged true almost 70% of the time, and ¬(A∧B)> off
only 22% of the time. The di�erence between these two proportions is so large (48%)
that it is unlikely to be driven by exclusive interpretation of disjunctive antecedents.
If this were the case, it would follow that disjunctions are interpreted exclusively in
counterfactual antecedents at a much higher rate than in main clauses. The rate at
which disjunctions are interpreted exclusively is expected on theoretical grounds to
be higher in main clauses than in contexts that license negative polarity items (e.g.
Chierchia 2004). Such contexts include conditional antecedents as well as negation. In
an unpublished paper, Schwarz, Clifton & Frazier (2008) found that sentences like (7a)

10The �ller sentence queried that option; by discarding data from participants who judged it incorrectly,
we guarded against the possibility that participants were unaware of the fact that the light remains on when
both switches are toggled.
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were interpreted exclusively 64.7% of the time and sentences like (7b) only 6.8% of the
time.

(7) a. Maria asked Bob to invite Fred or Sam to the barbecue.
b. Maria asked Bob not to invite Fred or Sam to the barbecue.

For these reasons, we do not believe that the observed di�erence between A∨B>off
and ¬(A∧B)>off is due primarily to exclusive interpretations of disjunction, and we
will not pursue such an account.

A reviewer suggests that some participants might have interpreted the sentence
A∨B > off with or taking wide scope over the counterfactual operator, resulting
in the logical form (A> off) ∨ (B > off). However, disjunctions in antecedents are
not normally interpreted as having wide scope. For example, Alonso-Ovalle (2009)
observes that even if we accept (8b) as true, we still reject (8a) based on the falsity of
(8c).11

(8) a. If we had had good weather or the sun had grown cold, we would have
had a bumper crop.

b. If we had had good weather, we would have had a bumper crop.
c. If the sun had grown cold, we would have had a bumper crop.

Finally, it is conceivable that in ¬(A∧B)>off, the string not both up might have been
interpreted as both not up, either through misreading or as a result of interpreting up
as focused and contrasting with down (Rooth 1996). However, we separately tested
the sentence Switch A and switch B are not both up in a pictorial context that shows
switch A up and switch B down, and 76.9% of 290 participants judged it true, showing
that a majority of participants do not interpret not both up as both not up. Moreover, if
participants really interpreted not both up as both not up, we would expect a spike in
‘true’ judgments for ¬(A∧B)>on; but only 21.5% of participants judged this sentence
true.

2.6.3 Conclusion

Having excluded various confounds, we take the di�erences in native speakers’ judg-
ment on our sentences to track actual di�erences in truth value: in our context,A>off,
B>off and A∨B>off are true, while ¬(A∧B)>off and ¬(A∧B)>on are not.

Recall that the two questions we seek to answer are whether the truth conditions of
a sentential clause completely determine its meaning, and whether the interpretation
of counterfactuals conforms to the minimal change requirement.

With respect to the �rst question, we take our results to show that A∨B > off
and ¬(A∧B)>off have di�erent meanings. By compositionality, their antecedents,
corresponding to A∨B and ¬(A∧B), must then have di�erent meanings as well.
However, these antecedents have the same truth conditions, as con�rmed by Pretest I.

11Experimentally, this suggestion could be assessed by testing our sentence (1c) in a context where only
one of the switches controls the light, while the other has no e�ect. Participants who read the disjunction
as having wide scope should still judge the sentence true in this scenario. A low rate of ‘true’ judgments
would show that most participants take disjunction to have narrow scope.
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Hence, under the compositionality assumption, we conclude that it is possible for two
sentential clauses to have the same truth conditions and di�erent meanings—which
implies that meaning is not completely determined by truth conditions.

With respect to the second question, we take our results to show that A > off
and B>off do not entail ¬(A∧B)>off. As we discussed in Section 1.2, this �nding
contradicts the predictions of the minimal change requirement as implemented in
ordering semantics, no matter what similarity relation among worlds we assume.

3 Breaking deMorgan’s law in conditional antecedents
In this section, we propose an explanation of the classically unexpected contrast
between A∨B > off and ¬(A∧B) > off. We saw that, assuming compositionality,
such an explanation requires a notion of meaning which is more �ne-grained than
the truth-conditional one, as well as a theory of propositional connectives which
invalidates de Morgan’s law, teasing apart A∨B and ¬(A∧B). Our solution builds
on the framework of inquisitive semantics (Ciardelli, Groenendijk & Roelofsen 2013),
which supplies both these ingredients.12

3.1 Inquisitive semantics
In inquisitive semantics, the meaning of a sentence φ is given not in terms of truth
conditions with respect to possible worlds, but in terms of support conditions with
respect to information states, where an information state is modeled as a subset of the
setW of possible worlds. The maximal information states supporting a sentence φ are
called the alternatives for φ, and the set of alternatives is denoted Alt(φ). A sentence
is called inquisitive if it has two or more alternatives, and non-inquisitive if it has
only one. The set of worlds where φ is true, denoted |φ |, is de�ned as the union of
the alternatives for φ: |φ | := ⋃

Alt(φ). Thus, the inquisitive meaning of a sentence
determines its truth conditions, but the converse is not the case: two sentences may
very well have the same truth conditions while being associated with di�erent sets of
alternatives. This is the case for our counterfactual antecedents A∨B and ¬(A∧B). To
see why, we need to consider how basic clauses are interpreted in inquisitive semantics,
and how disjunction, conjunction, and negation operate in this framework.

First, consider the basic clause switch A is down, which we abbreviate as A. As
shown in (9a), this is supported by an information state s in case it follows from the
information available in s that switch A is down, that is, in case A is down at each
world in s . This in turn means that this clause has a unique alternative, consisting of
all those worlds where it is true, as shown in (9b). The same goes for the basic clauses

12Obviously, inquisitive semantics is not the only approach that breaks de Morgan’s law. One could,
for example, base an explanation of our contrast on intuitionistic logic, where this law fails. However, as
we will see in Section 3.1, inquisitive semantics has the merit of teasing apart A ∨ B and ¬(A ∧ B) while
simultaneously accounting for their truth-conditional equivalence. Moreover, as we will see in Section 3.2,
we can rely on a general recipe to transfer standard accounts of conditionals to the setting of inquisitive
semantics. As far as we know, no such recipe is available for intuitionistic logic or other theories that break
de Morgan’s law.
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↑↑ ↑↓

↓↑ ↓↓

(a) A

↑↑ ↑↓

↓↑ ↓↓

(b) B

↑↑ ↑↓

↓↑ ↓↓

(c) A ∨ B

↑↑ ↑↓

↓↑ ↓↓

(d) ¬[A ∧ B]

Figure 5: The alternatives for our antecedents. ↑↑ represents a world where both
switches are up, ↑↓ a world where A is up but B is down, etc.

switch B is down, switch A is up, and switch B is up, abbreviated here as B, A, and B.
This is illustrated in Figures 5(a) and 5(b).

(9) a. s |= A i� s ⊆ {w ∈W | switch A is down in w}
b. Alt(A) = {{w ∈W | switch A is down in w}} = {|A|}

Inquisitive semantics comes with a natural treatment of propositional connectives,
obtained by associating these connectives with algebraic operations on the space of
inquisitive meanings (see Roelofsen 2013). In particular, disjunction, conjunction, and
negation are interpreted by means of the following support clauses:13

(10) a. s |= φ ∧ψ i� s |= φ and s |= ψ
b. s |= φ ∨ψ i� s |= φ or s |= ψ
c. s |= ¬φ i� ∀t ⊆ s : if t , ∅ then t 6 |= φ

We can now verify that in inquisitive semantics, just as in truth-conditional semantics,
the sentence switch A is down is equivalent with switch A is not up, that is, A ≡ ¬A.14

(11) Alt(¬A) = {|A|}

For our �rst complex antecedent, switch A or switch B is down, analyzed as A∨B,
inquisitive semantics yields two distinct alternatives: the set |A| consisting of those
worlds where A is down, and the set |B | consisting of those worlds where B is down.
These alternatives are depicted in Figure 5(c).

(12) Alt(A ∨ B) = {|A|, |B |}

For our second complex antecedent, switch A and switch B are not both up, analyzed
as ¬(A ∧ B), inquisitive semantics yields a unique alternative, consisting of all worlds
where the switches are not both up. This is depicted in Figure 5(d).

13We build on the standard version of inquisitive semantics (see Ciardelli, Groenendijk & Roelofsen
forthcoming), which has a solid logical foundation (Ciardelli & Roelofsen 2011, Ciardelli 2016b), and which
has been assumed in most linguistic work based on the framework. Within the inquisitive semantics
tradition, other accounts of connectives have also been investigated. In particular, suppositional inquisitive
semantics (Groenendijk & Roelofsen 2015, Aher & Groenendijk 2015) treats negation di�erently from the
standard system. In this system, however, de Morgan’s laws are valid; therefore, this system would not
provide a suitable starting point for an account of our experimental �ndings.

14Recall that we are assuming that up and down are the only possible positions for our switches.
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(13) Alt(¬(A ∧ B)) = {W − |A ∧ B | }

Since |A| ∪ |B | =W − |A ∧ B |, inquisitive semantics predicts that A∨B and ¬(A∧B)
are true at the same worlds, namely, at those worlds in which one or both switches
are down. This is in line with classical logic, and also with the result of Pretest I, as
reported in Section 2.3.1. However, these two clauses are assigned di�erent meanings:
A∨B has two distinct alternatives, whereas ¬(A∧B) has only one.

3.2 Two assumptions for one antecedent

Having explained how the clauses A∨B and ¬(A∧B) di�er in meaning, the next
step is to explain how this di�erence ends up a�ecting the truth conditions of the
counterfactuals in which these clauses are embedded. For this, we adopt an idea due
to Alonso-Ovalle (2006, 2009) (see also Rooij 2006). We assume that a counterfactual
antecedent need not always specify a single counterfactual assumption; rather, when
an antecedent provides multiple semantic alternatives, as in the case of A∨B, each
of these alternatives counts as a distinct counterfactual assumption. In order for the
counterfactual to be true, the consequent must follow on each of these assumptions.
Thus, A∨B > off is interpreted in e�ect as the conjunction of A> off and B > off,
and di�erently from ¬(A∧B)>off. This explains the strong similarity between the
response pattern of A∨B>off and those of A>off and B>off.

To implement this idea in our setting, we will apply the general recipe for lifting
accounts of counterfactuals into inquisitive semantics described in Ciardelli (2016a).15
The starting point is an arbitrary truth-conditional account of counterfactuals, given
in the form of a binary operationV (pronounced “then”) which maps any two proposi-
tions p and q to a corresponding conditional proposition pVq. Most existing accounts
of counterfactuals, including ordering semantics (Stalnaker 1968, Lewis 1973), premise
semantics (Kratzer 1981a), and some causal accounts (Kaufmann 2013, Santorio 2014,
forthcoming), can be seen as determining such a map.16 The lifting recipe interprets a
counterfactual sentence φ > ψ by means of the following support clause.17

15In Section 6.1 we discuss the reasons why we do not directly adopt Alonso-Ovalle’s original account, but
turn to the inquisitive lifting recipe instead. In short, that account would not account for our experimental
�ndings, but for reasons orthogonal to the central idea discussed here.

16In each of these accounts, the de�nition of the conditional proposition p V q makes use of some
additional piece of structure: a selection function in Stalnaker (1968), a similarity ordering in Lewis (1973),
an ordering source in Kratzer (1981a), and a causal network in Kaufmann (2013) and Santorio (forthcoming).
However, the lifting recipe only needs access to the resulting operation on propositions—not to this additional
structure.

17This clause is more general than what is needed for our immediate purposes. It is formulated with
an eye towards consequents that provide two or more alternatives. We assume with Ciardelli (2016a) that
this is the case for counterfactual questions such as If switch A was down, would the light be on or o�? In
our examples, this is not relevant, because all consequents provide a single alternative. More generally, we
assume that declarative consequents always provide a single alternative. Following Ciardelli, Groenendijk
& Roelofsen forthcoming, we take this to be due to the presence of a silent declarative complementizer
contributing a non-inquisitive closure operator, whose e�ect is to collapse multiple alternatives into one.
We assume that this silent complementizer is prevented from appearing in antecedents by the presence
of the complementizer if. The fact that consequents can have question syntax, but the complements of if
cannot, has been taken as syntactic evidence that only consequents can be complementizer phrases (Iatridou
1991, Bhatt & Pancheva 2006).
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De�nition 1 (Inquisitive lifting of an account of counterfactuals).
s |= φ > ψ ⇐⇒ ∀p ∈ Alt(φ) ∃q ∈ Alt(ψ ) such that s ⊆ (pVq)

If φ and ψ are non-inquisitive, that is, if Alt(φ) = {|φ |} and Alt(ψ ) = {|ψ |}, the
clause yields a unique alternative for φ > ψ , which coincides with the counterfactual
proposition |φ |V |ψ | delivered by the given base account: Alt(φ > ψ ) = { |φ |V |ψ | }.

Except for A∨B > off, all of the counterfactuals in our experiment have non-
inquisitive antecedents and consequents, so they will be interpreted just as they are
interpreted by any base account we may choose. As forA∨B>off, the clause interprets
it as follows:

s |= A∨B>off i� ∀p ∈ {|A|, |B |} ∃q ∈ {|Off|} such that s ⊆ (pVq)
i� s ⊆ |A|V |Off| and s ⊆ |B |V |Off|
i� s ⊆ (|A|V |Off|) ∩ (|B |V |Off|)

As in the previous cases, the counterfactual as a whole has a unique alternative, namely,
the proposition (|A|V |Off|) ∩ (|B |V |Off|). However, this alternative is not the same
proposition |A ∨ B |V |Off| that would be delivered by the basic truth-conditional
account. Rather, the basic account is applied twice, once for each disjunct of the
antecedent, and the resulting propositions are then intersected. Thus, disjunctive
antecedents are interpreted as providing multiple counterfactual assumptions, and
A∨B>off is predicted to be equivalent to the conjunction of A>off and B>off.

This means that the truth conditions of our sentences will be correctly predicted if
we can �nd a truth-conditional account of counterfactuals according to which A>off
and B>off are true, but ¬(A∧B)>off and ¬(A∧B)>on are not. The inquisitive lifting
of this account will still make the same predictions about these cases; moreover, it will
predict A∨B > off to be true—something that no purely truth-conditional account
could do without also rendering ¬(A∧B)>off true.

4 A background semantics for counterfactuals

Having explained howA∨B>off and¬(A∧B)>off can come apart in their truth values,
we now turn to the problem of �nding a truth-conditional theory of counterfactuals
which predicts that, in our context, A> off and B > off are true, but ¬(A∧B)> off
and ¬(A∧B) > on are not. For this task, one might expect that we can just adopt a
standard theory of counterfactuals. Interestingly, however, this is not the case. As
we mentioned in Section 1.2, virtually all existing theories of counterfactuals (e.g.,
Stalnaker 1968, Lewis 1973, Kratzer 1981a, Veltman 2005, Schulz 2011, Kaufmann 2013)
incorporate the minimal change requirement in some form, and this leads them to
predict that ¬(A∧B) > off is true in any context in which A > off and B > off are
true. Therefore, as a result of the minimal change requirement, these theories are not
in a position to correctly predict our experimental �ndings, even when disjunctive
antecedents are taken care of by the inquisitive lifting recipe.

In this section, we formulate a theory of conditionals which abandons the minimal
change requirement and which, in combination with the inquisitive lifting described
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in Section 3.2, explains our experimental results. For reasons that will become clear
shortly, we refer to our theory as background semantics. We begin in Section 4.1
by giving an informal description of the theory. In Section 4.2 we introduce some
technical notions developed in the literature on causal reasoning (Pearl 2000) and in
causal versions of premise semantics (Schulz 2007, Kaufmann 2013). In Section 4.3 we
use these notions to formalize background semantics, and we show that this theory
accounts for our experimental �ndings.

4.1 Thekey idea: fromminimal change tomaximal background
From the perspective of an account that implements the minimal change requirement,
what is most surprising about our experimental results is the fact that the counterfactual
¬(A∧B)>off, repeated below as (14), is not judged true.

(14) If switch A and switch B were not both up, the light would be o�.

Let us consider more closely why this is so. When faced with this counterfactual, we
appear to reason as follows: if switch A and switch B were not both up, it might be
that one of them is down, in which case the light would be o�; but it might also be that
both of them are down, in which case the light would be on. Hence, no �rm conclusion
on the state of the light can be reached from our assumption.

If this analysis is correct, then it indicates that in assessing this counterfactual,
we consider not just the minimal-change scenarios in which one of the switches is
down, but also the non minimal-change scenario in which both switches are down.18
Intuitively, in this case there is no requirement to minimize departure from actuality:
the antecedent invites us to consider situations in which both switches might have
di�erent positions, and we feel no pressure at all to limit ourselves to situations which
are as similar as possible to the actual one.

To explain this, we propose to dispense with the minimal change requirement, and
we replace it by a distinction between facts that are in the foreground when making a
counterfactual assumption and facts that are regarded as background. Background
facts are held �xed while making a counterfactual assumption, while foreground facts
are allowed to change, and their change is not subject to any minimality requirement.

Crucially, we assume that whether a fact is foregrounded or backgrounded is
determined in part by the counterfactual assumption: only facts that are not “called
into question” by the assumption can be backgrounded. We assume that a fact f is
called into question in case either of the following holds:

1. f contributes to the falsity of a in the actual world;

2. f is causally dependent on a fact which contributes to the falsity of a.

Given a world and a partition of facts into foreground and background, we say that a
counterfactual φ > ψ , where φ andψ are non-inquisitive, is true in caseψ follows via
causal reasoning from the assumption φ combined with the background facts.

18In this discussion, we use the terms “similarity” and “minimal change” in a pre-theoretical sense. In the
theory that we propose in this section, no corresponding technical notions will be needed.
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This does not yet allow us to make any speci�c predictions, since di�erent choices
as to what to background may lead to di�erent truth values. However, our experimental
results can be explained if we assume a general preference for maximizing the set
of backgrounded facts: that is, we assume that by default, the factual background
consists of all and only the facts that are not called into question by the counterfactual
assumption.19

Let us see how an account of the kind sketched here provides an explanation for
our experimental �ndings. This explanation will then be formalized in Sections 4.2
and 4.3. First consider the counterfactual A>off. Our counterfactual assumption that
A is down directly calls into question the fact that A is up, and indirectly calls into
question the fact that the light is on, which is dependent on the fact that A is up. On
the other hand, our assumption does not call into question the fact that switch B is
up; therefore, this fact will be part of the maximal background for our assumption.
Now the assumption that A is down, together with the background fact that B is up,
causally implies that the light is o�. This explains why the counterfactual A>off is
judged true. Of course, the situation is completely analogous for the counterfactual
B>off.

As for the counterfactual A∨B > off, we saw that, according to our inquisitive
account, it does not involve considering a single disjunctive assumption, but rather
two distinct assumptions, namely, that A is down, and that B is down. Since on either
of these assumption it follows that the light is o�, A∨B>off is judged true.

Finally, consider the counterfactuals ¬(A∧B)>off and ¬(A∧B)>on. In this case,
the counterfactual assumption thatA and B are not both up calls into question both the
fact that A is up and the fact that B is up, since these facts are jointly responsible for
the falsity of ¬(A ∧ B); the fact that the light is on is called into question as well, since
it is dependent on the facts concerning the position of the switches. Since nothing that
is called into question by the assumption can be backgrounded, the factual background
is empty in this case; thus, no fact about the actual world is retained in making the
counterfactual assumption. Now, the assumption ¬(A∧B) by itself does not causally
imply anything about the state of the light. This explains why ¬(A∧B) > off and
¬(A∧B)>on are not judged true in our scenario.

This explanation conveys the fundamental idea of our theory. To transform this
idea into a proper account, we �rst need to make a number of notions formally precise.
To this we turn in the next section.

4.2 The context for a causal account: causal models
Causal approaches to counterfactuals assume that the evaluation of a counterfactual
takes place in the context of a network of causal relationships that allow for speci�c
causal inferences. Formalizations of this idea within the framework of premise se-
mantics have been proposed by Schulz (2007, 2011), Kaufmann (2013) and Santorio
(2014, forthcoming). Here we propose our own, which combines elements from these
sources.

19Importantly, we propose to regard this only as a default choice, and not as an integral part of the
semantics of counterfactuals. In Section 5 we discuss some evidence which points to the existence of
non-maximal background readings.
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The core notion is that of a causal model, a structure that consists of a set of causal
variables and a set of causal laws. Formally, a causal model is a pair M = 〈V ,L〉
consisting of:

• A set V of causal variables, where a causal variable is a partition of the space of
possible worlds. IfX ∈ V , a proposition p ∈ X is called a setting of the variableX ;
ifV ′ ⊆ V , a set that contains one setting for each variable inV ′ is called a setting
ofV ′. The value of a variable X atw , denoted Xw , is the unique setting of X that
is true at w . Similarly, the value of a set of variables V ′ at w , denoted V ′w , is the
unique setting of V ′ whose members are all true at w .
We assume that the variables in V are independent from one another, meaning
that we require any setting of V to be consistent. Intuitively, this means that
the causal variables bear no logical relation to one another, but are only related
via the causal laws of the model. For simplicity, we will also assume that the set
of causal variables is �nite, although this is not essential to our account. In our
examples, the causal variables are bipartitions and can therefore be thought of
as Boolean variables, but in the general case this need not be so.

• A set L of laws encoding causal in�uence. We represent a law l ∈ L formally as a
tuple 〈Cl ,El ,ml 〉 whereCl , the cause set, is a set of causal variables; El , the e�ect,
is a causal variable not contained in Cl ; and ml , the map, is a partial function
from settings of Cl to settings of El . Intuitively, the map speci�es which causes
lead to which e�ects.
The upshot of l , written |l |, is the proposition that is true at those worlds w
whereml is either unde�ned on the value of Cl at w , or maps it to the value of
El at w . Intuitively, this is the set of worlds at which the causal law is obeyed.20

In our example, the obvious choice for the set of variables isV = {?A, ?B, ?On}, where
?A = {|A|, |A|}, ?B = {|B |, |B |}, and ?On = {|On|, |Off|}. Intuitively, the variables ?A,
?B, and ?On, correspond to the states of the two switches and of the light, respectively.
There is only one law; its cause set is {?A, ?B}, its e�ect is ?On, and its map is:

{|A|, |B |} 7→ |On| {|A|, |B |} 7→ |Off|
{|A|, |B |} 7→ |On| {|A|, |B |} 7→ |Off|

The upshot of this law is the proposition |On↔ (A↔ B)|, which is true at a world if
the switches have the same position and the light is on, or the switches have di�erent
positions and the light is o�.

It is convenient to associate causal models with graphs whose nodes are the causal
variables and whose edges indicate relationships of causal in�uence. Formally, given
a causal model M = 〈V ,L〉, the causal graph of M is the directed graph GM = 〈V ,E〉

20A re�nement of this approach, inspired by Briggs (2012), would associate a possibly di�erent causal
model Mw to each possible possible world. For our present purposes we can assume the causal modal to be
�xed, in line with other causal accounts.
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such that E contains an edge from X to Y just in case X is in the cause set of some l ∈ L
whose e�ect is Y .21 For instance, the causal graph of our example looks as follows:

?On

?A ?B

This represents the fact that the variables ?A and ?B have a direct causal in�uence on
the variable ?On, and there are no other causal relations.

4.3 Formalizing background semantics
Let us now use the structure provided by a causal model to formulate precisely the
account of counterfactuals outlined in Section 4.1. Under a maximal background
interpretation, our proposal leads to truth conditions that are in line with those in
Pearl (2000), although unlike Pearl, we are able to deal with antecedents of arbitrary
complexity. Moreover, unlike Schulz (2011) and Briggs (2012), we interpret antecedents
compositionally, that is, we operate on the propositions they denote rather than on
the logical formulas that stand for them.

The �rst thing we need to spell out is what counts as a fact in a given state of
a�airs, and when a fact is dependent on another. We will take the facts to be the values
of the causal variables at the given world.

De�nition 2 (Facts).
The facts at a world w are the values of the causal variables at w . The set of facts at
w is denoted Fw . A fact Yw is dependent on a fact Xw if X is an ancestor of Y in the
causal graph of M .22

In our example, in the actual world we have three facts, corresponding to the true
settings of our variables: Fw = {|A|, |B |, |On|}. The fact |On| is dependent on the facts
|A| and |B |, and no other causal dependencies hold. Our set of facts can be seen as the

21Interesting classes of causal models can be de�ned by imposing constraints on the associated causal
graph. For example, we can restrict to the class of recursive causal models, that is, models whose associated
graph is acyclic. Clearly, the causal model for our scenario is recursive. However, our general proposal
does not require this restriction. Halpern (2013) shows that causal accounts of counterfactuals and ordering
semantics come apart on certain nonrecursive models; Santorio (2014, forthcoming) argues that these models
can be relevant for natural language and that the empirical predictions of causal accounts surpass those of
ordering semantics for these models. Our account inherits these advantages of the causal approach.

22Standard theories of conditionals (Stalnaker 1968, Lewis 1973, Kratzer 1981a) make an assumption
known as centering. This assumption amounts to the fact that any world w is strictly more similar to itself
than any other world is. The role of this assumption is to ensure that, in case a is a proposition which is
actually true at w , a conditional proposition aVc is true if and only if the consequent c is true. In premise
semantics (Kratzer 1981a), this assumption is implemented by requiring that the elements of the ordering
source Pw uniquely characterize the actual world, that is,

⋂
Pw = {w }. Similarly, in our setting we may

implement the centering assumption by demanding that a world w be uniquely determined by its set of
facts,

⋂
Fw = {w }. In the setting of our example, this means that our worlds are uniquely determined by

the state of the two switches and the state of the light. It is easy to verify that, given the account we are
going to spell out, this assumption yields the desired property for counterfactuals with true antecedents.
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analogue of the ordering source in premise semantics (for more on the connection with
premise semantics, see Section 6.2).

Next, to formulate our ideas we need to specify when a fact f contributes to the
falsity of a proposition a at a world w . We will take this to be the case if there is a set
F ⊆ Fw of other facts such that (i) on the basis of F , a might have been true, but (ii)
the additional fact f prevents a from being true.

De�nition 3 (Facts that contribute to the falsity of a proposition).
A fact f ∈ Fw contributes to the falsity of a proposition a at w in case there exists
some set of facts F such that F is consistent with a, but F ∪ { f } is not.23

Our assumption that the set of causal variables is �nite allows us to give an alternative
characterization of this notion. A proof that this characterization is equivalent to the
original one is given in Appendix B.

Proposition 1.
A fact f ∈ Fw contributes to the falsity of a proposition a at w in case f < F for some
maximal set F ⊆ Fw consistent with a.

Thus, we can check which facts contribute to the falsity of a proposition a by looking
at all the maximal sets of facts which are consistent with a. Those facts that belong to
all of these sets do not contribute to the falsity of a; the others do.

For an illustration, consider the proposition that A is down, |A|, in our scenario.
The unique maximal set of facts which is consistent with this proposition is {|B |, |On|}.
Thus, the only fact that contributes to the falsity of |A| is |A|.

Now consider the proposition that A and B are not both up, |¬(A ∧ B)|. We have
two maximal sets of facts that are consistent with this proposition, namely, {|A|, |On|}
and {|B |, |On|}. The only fact which belongs to both is |On|. Thus, in this case two
distinct facts contribute to the falsity of |¬(A ∧ B)|, namely, |A| and |B |.

The next step is to stipulate what facts about the actual state of a�airs are called into
question when making a counterfactual assumption. We propose that an assumption
calls into question those facts that contribute to its falsity, as well as anything which
is dependent on these facts.

De�nition 4 (Calling a fact into question).
A proposition a calls into question a fact f at world w if either (i) f contributes to the
falsity of a, or (ii) f is dependent on some fact which contributes to the falsity of a.

In our scenario, the assumption |A| calls into question the fact |A|, since this fact
contributes to the falsity of |A|, as well as the fact |On|, which is dependent on |A|.
On the other hand, it does not call into question the fact |B |, since this fact neither
contributes to the falsity of |A|, nor depends on any other fact that does. As for the
assumption |¬(A∧B)|, it calls into question both |A| and |B |, since these two facts
contribute to the falsity of |¬(A∧B)|. It also calls into question the fact |On|, which is
dependent on both |A| and |B |. Thus, this assumption calls into question all the facts
in our scenario.

23We say that F is consistent with a if the intersection of all the propositions in F ∪ {a } is non-empty.
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We are now going to use the notions introduced to far to put constraints on what
facts can be regarded as background for a counterfactual assumption, and thus held
�xed in making the assumption and assessing its consequences. We assume that only
facts that are not called into question can be backgrounded.

De�nition 5 (Factual background).
A factual background for a proposition a at a world w is a set B(w,a) ⊆ Fw of facts
which are not called into question by a. A factual background map is a function B

which maps each world w and proposition a to a factual background B(w,a).
Notice that, for any assumption a and world w , we have a least and a greatest factual
background: the least background is just the empty set, while the greatest background,
denoted Bmax(w,a), is the set of all the facts which are not called into question by a
at w . In our scenario, the maximal factual background for the assumption that A is
down, |A|, consists of the only fact not called into question by |A|, the fact that B is
up: Bmax(w, |A|) = {|B |}. On the other hand, the maximal factual background for the
assumption that A and B are not both up, |¬(A∧B)|, is the empty set, since we saw
that all facts are called into question by this assumption: Bmax(w, |¬(A∧B)|) = ∅.

Finally, we need to specify what it means for a conclusion to follow from a set
of assumptions by causal reasoning. The idea is to compute the consequences of our
assumptions according to the causal laws of our model. However, in general, we need
to put constraints on what sets of laws can be held �xed in making a counterfactual
assumption a. In particular, we need to get rid of any laws that would contribute to
determining the falsity of a. For this, we generalize the notion of intervention in Pearl
(2000) to antecedents of arbitrary complexity.

De�nition 6 (Intervention).
A proposition a intervenes on a law l at a world w in case the value of the e�ect of l
contributes to the falsity of a at w .

The laws on which the counterfactual assumption does not intervene are carried over:

De�nition 7 (Law background for a proposition).
The law background for a at w , denoted L(w,a), is the set of all upshots |l | of laws
l ∈ L on which a does not intervene at w .

In our example, the law background for the assumption |A| contains the upshot of the
unique law of our circuit: L(|A|) = {|On↔ (A↔ B)|}. This is because only one fact
contributes to the falsity of |A|, namely |A|, but no law has the variable ?A as its e�ect.
For analogous reasons, we obtain exactly the same law background when we consider
the assumptions |B | and |¬(A∧B)|.

To assess what follows from a given counterfactual assumption, we will consider
the hypothetical context created by the assumption. This is the set of those worlds in
which the assumption is true, the background facts are held �xed, and the laws which
are not intervened on are obeyed.

De�nition 8 (Hypothetical context created by an assumption).
Let Bbe a factual background map. The hypothetical context created by an assumption
a at world w under B, denoted fB(w,a), is the intersection of all propositions in
a ∪B(w,a) ∪L(w,a).
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Finally, a conditional proposition aVc is true under a factual background map B i� c
is true everywhere in the hypothetical context given by a under B.

De�nition 9 (Truth conditions for counterfactuals).
A conditional proposition aVc is true at a world w under a factual background map
B just in case fB(w,a) ⊆ c . More formally, aVc = {w ∈W | fB(w,a) ⊆ c}.

Notice that our account only allows us to make speci�c predictions for the truth of
counterfactuals in combination with a particular factual background map. We will
now show that our majority judgments are accounted for if we assume that the default
strategy to maximize the factual background, that is, to use the map Bmax . This means
that, as a default, one retains all facts that are not directly or indirectly called into
question by the counterfactual assumption.24

First consider the assumption that A was down, |A|. We saw that the maximal
factual background for this assumption is {|B |}, and that the law background contains
the upshot of the unique law of our scenario, |On ↔ (A ↔ B)|. So, to determine
whether the counterfactual proposition |A|V |Off| is true we need to consider what
is established in the hypothetical context |A| ∩ |B | ∩ |On↔ (A↔ B)|, consisting of
those worlds where A is down, B is up, and the law is obeyed. Clearly, |Off| is true at
any world in this context. Therefore, under a maximal background interpretation, the
proposition |A|V |Off| is true. Since this proposition is the unique alternative that
our inquisitive account assigns to the counterfactual A>off, we correctly predict that
this counterfactual is true.

Of course, the situation is analogous for the counterfactual B > off. As for the
counterfactual A∨B > off, we saw that it is interpreted by our inquisitive account
in Section 3 as equivalent to the conjunction of A > off and B > off: thus, this
counterfactual is correctly predicted to be true as well.

Now consider the assumption that the switches were not both up, |¬(A∧B)|. We
saw that the maximal factual background for this assumption is empty, and that the law
background for this assumption contains the upshot of the unique law of our scenario.
So, to determine whether the counterfactual propositions |¬(A∧B)| V |Off| and
|¬(A∧B)|V |On| are true, we need to consider what is established in the hypothetical
context |¬(A∧B)|∩|On↔ (A↔ B)|, consisting of those worlds where the switches are
not both up and the law is obeyed. This context contains worlds where only one switch
is down and the light is o�, as well as worlds where both switches are down and the
light is on. Thus, neither |Off| nor |On| is established the given hypothetical context.
Hence, neither |¬(A∧B)|V |Off| nor |¬(A∧B)|V |On| are true. According to our
inquisitive account, the �rst proposition is the unique alternative for the counterfactual
¬(A∧B)>off, and the second is the unique alternative for ¬(A∧B)>on. Thus, we
correctly predict that neither of these counterfactuals is true in our scenario.25, 26

24In Section 5 we suggest that our minority judgments may arise from a di�erent choice of the factual
background, and discuss what other factors, besides the given counterfactual assumption, may play a role
in the determination of the factual background.

25In this case, the prediction does not depend on the assumption of a maximal background interpretation:
the empty set is the only law background available for the assumption |¬(A∧B) |.

26Our scenario is special in that it contains only one law, and our antecedents never intervene on that law.
However, our account is also designed to deal with examples in which this is not the case. See Appendix A
for such examples drawn from the execution squad scenario in Pearl (2000).
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Summing up, then, by combining the background semantics for conditionals de-
scribed in this section with the inquisitive lifting described in Section 3.2 we obtain an
account that accurately predicts which of our counterfactuals are true in our scenario.
This is made possible by the combination of (i) an inquisitive account of conditionals,
sensitive to more than truth conditions, and (ii) a procedure for making counterfactual
assumptions which is not constrained by the minimal change requirement.

5 Explaining other aspects of our �ndings
Having accounted for the majority judgments in our experiment, in this section we
turn to various additional points that our results raise. We start in Section 5.1 by
sketching an account of the minority judgments in terms of a purely causal reading of
counterfactuals. We continue in Section 5.2 by pointing out some interesting e�ects
of the order in which the �ller sentence and the target sentence were presented, and
we suggest a natural explanation of these e�ects in terms of the factual background
parameter in our theory.

5.1 Accounting for minority judgments
So far, we have focused on the task of predicting the truth conditions of our sentences
in accordance with the judgment of the majority of the experimental participants.
However, our experimental results show that a signi�cant proportion of speakers
judged the sentences di�erently from the majority. Most strikingly, about a third of
participants in our main experiment judged the counterfactuals A>off, B>off, and
A∨B>off as indeterminate, rather than true (see Table 3).

While it is possible that some of our data is noise due to careless participants
who just happened to judge the �ller correctly, not all minority judgments need be
interpreted as mistakes or random answers on the part of the subjects. If they were all
simple mistakes, we would have to explain why they converge almost unanimously on
indeterminate, with hardly any participants judging these sentences false. Rather, we
would like to suggest that these judgments may stem from a di�erent—and apparently
less salient—reading of our counterfactuals. In particular, based on introspection, it
seems plausible that participants who judge A > off, B > off, and A∨B > off as
indeterminate have in mind a purely causal interpretation of counterfactuals. In this
interpretation, the current state of the system is disregarded entirely, and only the
antecedent and the causal laws are taken into account. In other words, we propose that
these participants systematically interpret counterfactuals as general causal statements
about the circuit which are not tied to the current situation. As a consequence, they
consider all possible positions of the switches that are compatible with the antecedent.
The indeterminate judgments then result from the fact that not all of these positions
agree on the state of the light.

This explanation is supported by the observation that in Post-hoc test I, where
these positions do agree on the state of the light and thus the two readings coincide,
the rate of indeterminate judgments dropped to ∼10% or less (see Table 4) compared
to ∼30% in the main experiment.
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Our theory captures this purely causal interpretation via the factual background
parameter. Whereas the majority interpretation results from maximizing the factual
background, the minority interpretation results from minimizing it—that is, from taking
it to be empty (notice that the empty set always counts as a possible background).
Under this choice of factual background, our semantics indeed predicts that aVc is
true in case c follows from a alone combined with the causal laws on which a does not
intervene. In the scenario of our main experiment, there is just one causal law, and
none of our antecedents intervene on it. The fact that A is down together with the
upshot of this law does not by itself lead to the conclusion that the light is o�. Thus,
under a purely causal interpretation, A>off is not predicted to be true, and similarly
for B>off and A∨B>off.

Since our theory only predicts whether a given sentence is true or not, it does
not explain on what basis participants who do not judge a sentence true choose
between ‘indeterminate’ and ‘false’. Under a purely causal interpretation, lack of a �rm
conclusion apparently results in an ‘indeterminate’ rather than ‘false’ judgment, as
witnessed by the responses to A>off, B>off, and A∨B>off in the main experiment:
the ‘false’ rates for these sentences are dwarfed by the ‘indeterminate’ rates. By
contrast, the ‘false’ rates for the responses to ¬(A∧B)>off and to ¬(A∧B)>on in the
main experiment are substantially higher. In these sentences, the maximal background
is empty, so their default and purely causal interpretations coincide. Both lead to a lack
of a �rm conclusion about the state of the light. Thus, it would appear that a default
interpretation that lacks a �rm conclusion may result either in a ‘false’ judgment or in
an ‘indeterminate’ judgment, while a purely causal interpretation always results in an
‘indeterminate’ judgment.

It is natural to suppose that ‘indeterminate’ judgments result from the failure of
a homogeneity presupposition to the e�ect that a counterfactual assumption should
lead to a well-determined truth value for the consequent, as proposed by Fintel (1997).
However, the issue of how presupposition failures are re�ected in truth value intuitions
is a notoriously complex one (on this topic, see Fintel 2004).

5.2 Accounting for order e�ects
The factual background parameter also allows us to make sense of the observation
that in our main experiment, we observed a strong order e�ect, as shown in Tables 7
and 8. Participants who were presented with the �ller sentence A∧B>off followed by
the target sentence were more likely to judge the target sentence indeterminate than
participants who were presented the two sentences in inverse order. This e�ect was
much more pronounced for simple antecedents (A>off: +27%; B>off: +23%) and for
disjunctive antecedents (A∨B>off: +22%) than for negated conjunctive antecedents
(¬(A∧B)>off: +7%; ¬(A∧B)>on: +4%).27

27Order e�ects are highly signi�cant for A > off (χ 2(2, N = 256) = 22.46, p < 0.0001), B > off
(χ 2(2, N = 235) = 14.53, p = 0.0007), and A∨B > off (χ 2(2, N = 362) = 21.79, p < 0.0001); borderline
signi�cant for ¬(A∧B) > off (χ 2(2, N = 372) = 6.1, p = 0.0474); and not signi�cant for ¬(A∧B) > on
(χ 2(2, N = 200) = 0.76, p = 0.6839). The main �nding of our main experiment is not a�ected by these
order e�ects, as con�rmed in pairwise chi-square tests for data shown in Tables 7 and 8. The patterns are the
same in both tables, as indicated by the dashed lines. Comparisons between sentences across blocks within
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Table 7: Order e�ects in the main experiment: target precedes �ller

Sentence Number True (%) False (%) Indet. (%)
A>off 125 100 80% 3 2.4% 22 17.6%
B>off 124 94 75.81% 4 3.22% 26 20.97%

A∨B>off 185 146 78.92% 9 4.86% 30 16.22%
¬(A∧B)>off 193 38 19.69% 82 42.49% 73 37.82%
¬(A∧B)>on 102 21 20.59% 35 34.31% 46 45.10%

Table 8: Order e�ects in the main experiment: �ller precedes target

Sentence Number True (%) False (%) Indet. (%)
A>off 131 69 52.67% 3 2.29% 59 45.04%
B>off 111 59 53.15% 3 2.70% 49 44.14%

A∨B>off 177 105 59.32% 5 2.82% 67 37.85%
¬(A∧B)>off 179 44 24.58% 54 30.17% 81 45.25%
¬(A∧B)>on 98 22 22.45% 28 28.57% 48 48.98%

Our theory allows us to give a natural explanation of these e�ects. The fundamental
idea of our proposal is that when making a counterfactual assumption, certain facts
are foregrounded, that is, regarded as being at stake, while others are regarded as
background and held �xed. To explain the ordering e�ects, we need only acknowledge
that what is regarded as being at stake can be a�ected by additional factors beyond the
given counterfactual assumption. In particular, if a previous sentence invites the reader
to consider a situation in which a certain causal variable is set to a value that is di�erent
from its actual one, then the possibility of this variable having a di�erent value may
still be salient when the reader considers subsequent sentences. In other words, once
a fact has been foregrounded by a sentence, it is more likely to be foregrounded in the
interpretation of subsequent sentences.28

For instance, suppose a reader is confronted �rst with the sentence A∧B > off,
and then with A>off. The antecedent of A∧B>off provides a unique assumption,
|A ∧ B |, which calls into question both facts |A| and |B |. In other words, in order
to interpret A∧B > off, one needs to attend to the possibility that the positions of

the same table are all highly signi�cant (p < 0.001 in both tables), while comparison within blocks are not
signi�cant in either table: A>off vs. B >off: χ 2(2, N = 249) = 0.72 in Table 7 and χ 2(2, N = 242) = 0.97
in Table 8; A > off vs. A∨B > off: χ 2(2, N = 310) = 0.53 in Table 7 and χ 2(2, N = 308) = 0.41 in
Table 8; B > off vs. A∨B > off: χ 2(2, N = 309) = 0.47 in Table 7 and χ 2(2, N = 288) = 0.57 in Table 8;
¬(A∧B)>off vs. ¬(A∧B)>on: χ 2(2, N = 295) = 0.36 in Table 7 and χ 2(2, N = 277) = 0.84 in Table 8.

28This is suggestive of a dynamic view on counterfactuals according to which the set of facts that are
foregrounded is continually updated throughout the discourse; see Warmbrōd (1981) and Fintel (2001) for
implementations of related ideas in ordering semantics.
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the switches might both be di�erent than they actually are. When interpreting the
next sentence, A>off, some readers may still be attending to this possibility, which
leads them to foreground |B |, although this fact is not called into question by the
assumption |A|. This suggests that reading the �ller sentence A∧B > off �rst may
lead a higher proportion of participants to interpret the sentence A>off relative to
the empty background, leading to a larger proportion of ‘indeterminate’ judgements.
An analogous explanation can be given for the ordering e�ects that we observed for
B>off and A∨B>off.

On the other hand, our theory leads us to expect no ordering e�ect for¬(A∧B)>off
and ¬(A∧B) > on. This is because the only factual background for the assumption
|¬(A∧B)| is the empty set. Therefore, no matter what possibilities previous sentences
invite us to consider, this cannot lead to a di�erent choice of factual background for
|¬(A∧B)|. This explains why the ordering e�ects for ¬(A∧B)>off and ¬(A∧B)>on
are weak or absent.

6 Related work
In this section, we relate our work to relevant proposals on the semantics of coun-
terfactuals. In Section 6.1 we compare our theory to other recent accounts which
are similar to ours in that antecedents are not taken to provide a unique proposition
as assumption. In Section 6.2 we discuss how background semantics �ts within the
tradition of premise semantics, and how it departs from it. In Section 6.3 we discuss
the issue of inferences from negated conjunctive antecedents, arguing that these have
a di�erent origin than inferences from disjunctive antecedents. We strengthen this
point by looking at connections between conditionals and modals.

6.1 Connections with other accounts of counterfactuals based
on �ne-grained meanings

One of the main challenges that our account meets is to tease apart the semantics of the
two counterfactuals A∨B>off and ¬(A∧B)>off, whose antecedents have the same
truth conditions. This is made possible by the combination of the �ne-grained notion
of meaning provided by inquisitive semantics with a treatment of conditionals which
is sensitive to the inquisitive content of the antecedent. In this respect, our account �ts
within a family of recent theories of conditionals that assume a �ne-grained semantic
representation of sentences and make the semantics of conditionals sensitive to more
than truth conditions. Proposals in this family include the theory of Fine (2012b),
which is based on truth-maker semantics; the one of Willer (2015), which is based
on a combination of dynamic semantics and inquisitive semantics; and the one of
Alonso-Ovalle (2009), which is based on the framework of alternative semantics.

These accounts mainly use a �ne-grained representation of conditional antecedents
to validate the intuitive principle of simpli�cation of disjunctive antecedents (SDA),
while blocking full-�edged strengthening of the antecedent (AS), which is generally
regarded as undesirable in conditional logic.
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φ ∨ψ > χ
φ > χ (SDA)

φ > χ

φ ∧ψ > χ
(AS)

As Fine 1975, Ellis, Jackson & Pargetter 1977 showed, this result is impossible to obtain
for a compositional theory based on classical logic: for under these assumptions,
SDA and AS are inter-derivable. This has been regarded as motivating a �ne-grained
representation of antecedents. Our experimental results support the need for such
a �ne-grained representation: as we argued, a compositional account based only on
truth conditions cannot explain the contrast we observed between A∨B > off and
¬(A∧B)>off.

However, not all �ne-grained accounts are in a position to account for the contrast
that we observed. This is because our results are problematic not just for truth-
conditional semantics, but for any semantic theory that validates de Morgan’s law
¬(A ∧ B) ≡ ¬A ∨ ¬B. The theories of Fine (2012b) and Willer (2015) do validate this
law: for this reason, they still lead to the problematic prediction that A∨B>off and
¬(A∧B)>off are equivalent. Thus, in spite of using a �ne-grained semantics, these
theories could not account for our �ndings without a revision of the respective theories
of propositional connectives.29

Now let us consider the theory of Alonso-Ovalle (2009). This theory is based on an
alternative semantics treatment of disjunction: each disjunct is taken to denote the
singleton set of a proposition, and disjunction is taken to form the union of these sets,
resulting in a two-element set. Each element in this set is then treated as a separate
counterfactual assumption and handled by standard ordering semantics.

The fundamental idea of Alonso-Ovalle’s theory, that disjunctive antecedents
provide multiple assumptions, is also at the basis of our explanation of the contrast
between A∨B>off and ¬(A∧B)>off. However, we have implemented this insight in
a di�erent way, namely, via the inquisitive lifting recipe developed in Ciardelli (2016a).
This choice avoids two problems with Alonso-Ovalle’s concrete proposal.

First, the semantic framework on which this proposal builds, alternative semantics,
has not been equipped with a full-�edged theory of propositional connectives. In fact,
Ciardelli, Roelofsen & Theiler (2016) argue that it is di�cult, in this framework, to
provide a satisfactory treatment of conjunction. Using the inquisitive lifting construc-
tion allows us to build on the framework of inquisitive semantics, which comes with a
well-developed theory of propositional connectives that shares many of the attractive
features of classical logic (see also Roelofsen 2013).

Second, Alonso-Ovalle’s theory di�ers from standard ordering semantics only when
disjunction is involved. This means that the argument against ordering semantics that
we spelled out in Section 1.2 still applies to this theory: since A>off and B>off are
true in this scenario, ¬(A∧B)>off is predicted to be true, contrary to our experimental
�ndings. Thus, Alonso-Ovalle’s theory cannot account for our experimental �ndings,

29In the landscape of truth-maker semantics, a theory which breaks de Morgan’s law is the intuitionistic
truth-maker semantics of Fine (2014), which is formally related to inquisitive semantics in an interesting
way. By assigning di�erent meanings to the antecedents of A∨B > off and ¬(A∧B) > off, this theory
provides a suitable starting point for an account of our experimental results. So far, this theory does not
seem to have been considered as a starting point for the analysis of counterfactuals, or any other linguistic
phenomena.
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because it builds on ordering semantics, inheriting the problem that we have identi�ed.
By contrast, the inquisitive lifting recipe is not tied to a speci�c base account of
counterfactuals, but can be combined with a broad range of accounts. This allowed us
to disentangle the problem of dealing with disjunctive antecedents from the problem
of determining the right procedure for making counterfactual assumptions. We could
therefore address these two problems in turn, and combine the solutions to get a full
account of our experimental results.

6.2 Connections with premise semantics
The background semantics of counterfactuals that we presented in Section 4 �ts within
the in�uential tradition of premise semantics (Kratzer 1981a,b). The �rst formulation
of premise semantics is found in Kratzer (1981a); we will refer to it as standard premise
semantics.30 Subsequent accounts in the premise semantic tradition di�er from the
standard formulation in various ways but tend to agree in outlook with it. Kratzer
(1981a) articulates the basic idea at the heart of premise semantics as follows:

The truth of counterfactuals depends on everything which is the case in
the world under consideration: in assessing them, we have to consider all
the possibilities of adding as many facts to the antecedent as consistency
permits. If the consequent follows from every such possibility, then (and
only then), the whole counterfactual is true.

The central notion of premise semantics is what has come to be known as an ordering
source, following the terminology in Kratzer (1981b): a contextually determined func-
tion д that associates every world w with a set д(w) of propositions, the premises. A
premise set is a subset of д(w). In standard premise semantics, a counterfactual A > C
is true just in case for every premise set P ⊆ д(w) that is maximally consistent with A,
it is the case that P and A jointly entail C .31

Looking at the maximal premise sets among those that are consistent with the
antecedent amounts to adding as many facts as consistency permits. This is, in e�ect,
an implementation of the minimal change requirement: in making the counterfactual
assumption, we strive to retain as much as possible of the actual state of a�airs.

As Kratzer (1981a: fn. 8) notes, in order to validate commonly held inference
patterns involving counterfactuals, one must assume that the ordering source con-
tributed by the context of conversation stays the same during the inference. Given
this assumption, standard premise semantics makes the same problematic prediction
that we discussed in detail for ordering semantics. In fact, Lewis (1981) shows that
standard premise semantics is equivalent to ordering semantics as de�ned in Lewis

30A closely related theory is that of Veltman (1976, 2005). Unlike Kratzer’s, it is not formulated in terms of
truth conditions; but it is similar to Kratzer’s in its workings. In particular, it implements the minimal change
requirement in the same way as Kratzer’s. The same di�erence that we will discuss between background
semantics and premise semantics also sets our theory apart from Veltman’s.

31For simplicity, here we focus on the �nite case. In the general case, A > C is true if every premise set
P ⊆ д(w ) that is consistent with A is a subset of some premise set P ′ ⊆ д(w ) that is also consistent with A
and such that P ′ and A jointly entail C . The main di�erence that we will identify between our theory and
standard premise semantics remains in place in the general case.
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(1973) once we allow the similarity relation between worlds to be a weak partial order
rather than insisting that it be total. Since the argument we gave in Section 1.2 does
not rely on similarity being total, it follows that regardless of the particular ordering
source that we consider, standard premise semantics still predicts that in any context
where both A>off and B>off are true, ¬(A∧B)>off is true as well, contrary to our
experimental �ndings.

Broadly speaking, background semantics �ts within the premise semantics tradition.
As in standard premise semantics, we associate with each world a set of premises,
which we call facts or laws; to check whether a counterfactual is true, we consider
whether the consequent follows from the antecedent combined with certain premises.

Nevertheless, there is a fundamental di�erence between the theory we propose
and standard premise semantics. Our analysis departs from the basic idea laid out in
Kratzer’s quote, in that we do not incorporate the minimal change requirement. We
propose that there is no general principle requiring us to add to the antecedent “as many
facts as consistency permits”. Rather, whenever we are faced with a counterfactual
assumption, we determine a background of facts which are not called into question,
and we hold all these facts �xed. While we do assume a preference for maximizing
this background—and thus for avoiding gratuitous changes—this is restricted to those
facts that are not called into question by the counterfactual assumption. This allows us
to avoid the problematic prediction made by standard premise semantics, and provides
an explanation for our experimental �ndings.

Interestingly, dropping the minimal change requirement also results in a simpli-
�cation of the account. Whereas in premise semantics we have to consider multiple
alternative ways of extending a given counterfactual assumption with a set of premises,
in our theory we only have to consider one way of doing so. This is possible because
the maximal factual background for a given assumption a is always unique, whereas
in general there may not be a unique maximal set of premises consistent with a.

Among more recent systems that are formulated within the premise semantic
tradition, our system is similar to the ones of Kaufmann (2013) and Santorio (2014,
forthcoming), which like ours incorporate causal models in the style of Pearl (2000).

In the causal premise semantics of Kaufmann 2013, one does not, in general, add to
the antecedent as many premises as consistency permits. For example, an assumption
that switch A is down leads us to discard not only the fact that A is up, but also the
causally dependent fact that the light is on, even if that fact could be added without
violating consistency. This result is achieved by requiring all premise sets to be
closed under causal ancestors. Nevertheless, the basic recipe for the interpretation of
counterfactuals remains essentially the same as in standard premise semantics: one
considers the maximal premise sets consistent with the antecedent and checks whether
the consequent is entailed by each of them. For this reason, one can see Kaufmann’s
proposal as specifying how to use a causal structure to produce a suitable similarity
relation on possible worlds. The interpretation of counterfactuals then proceeds in
accordance with ordering semantics relative to the resulting model. This implies that
the problematic entailment ¬p>r , ¬q>r |= ¬(p∧q)>r is still valid in Kaufmann’s
theory.

In general, whenever a semantics can be seen as o�ering a criterion to determine a
suitable similarity ordering, its logic is bound to include the standard conditional logic
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P (Kraus, Lehmann & Magidor 1990), the logic arising from the most general version
of ordering semantics. For any entailment which is invalidated by the semantics can
be falsi�ed in a similarity-based model. In system P, the entailment ¬p>r , ¬q>r |=
¬(p∧q)>r is valid. As we saw, however, this entailment is not valid in background
semantics: in our scenario, the semantics predicts that ¬A>Off and ¬A>Off are
true, but ¬(A∧B)>off is not. This shows that background semantics does not validate
system P, and therefore, that it cannot be seen as o�ering a procedure to determine a
suitable similarity ordering. Rather, our semantics should be seen as departing from the
similarity-based approach altogether. Investigating the logic arising from background
semantics is an interesting task for future work.

Among premise semantic theories, the �ltering semantics of Santorio (2014, forth-
coming) comes closest to our own. In this system, too, we do not look at the maximal
sets of premises consistent with the given assumption; rather, the set of premises is
“�ltered” relative to a given antecedent, resulting in a single set of assumptions that
plays roughly the same role as the combination of our factual background and law
background. Moreover, as in our account, �ltering semantics invalidates the entail-
ment ¬p>r , ¬q>r |= ¬(p ∧ q) > r and, as a consequence, it should not be seen as a
similarity-based theory. Nevertheless, �ltering semantics in its existing form would
wrongly predict ¬(A∧B)>off to be true in our scenario. Background semantics can
be seen as a proposal to �x this problem by adopting a di�erent �ltering procedure. In
the absence of any further changes, the modi�ed account would then make the wrong
predictions about A∨B>off—since the theory is compositional and based on classical
logic. Therefore, to account for our experimental �ndings, the resulting theory still
needs to be combined with a semantic theory that, like inquisitive semantics, teases
apart the antecedents ¬(A∧B) and A ∨ B.

6.3 Inferences from negated conjunctive antecedents
Any compositional theory of counterfactuals that validates both de Morgan’s law
¬(φ ∧ψ ) ≡ ¬φ ∨ ¬ψ and SDA also validates the following principle, which we will
refer to as simpli�cation of negated conjunctive antecedents (SNCA).

¬(φ ∧ψ ) > χ
¬φ > χ (SNCA)

As proponents of such theories point out (Nute 1980, Fine 2012a, Willer 2015), this is a
welcome result, since an inference such as (15) does seem sound.

(15) a. If Nixon and Agnew had not both resigned, Ford would never have become
President.

b. So if Nixon had not resigned, Ford would never have become President.

Fine (2012a) and Willer (2015) further note that an explanation of SDA as stemming
from the presence of the word or, such as the one by Alonso-Ovalle (2009), does not
account for the validity of this inference. Our theory does not connect the validity of
SDA speci�cally to the presence of the word or, but rather to the fact that the antecedent
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is inquisitive.32 Nevertheless, since negative antecedents are not inquisitive, our theory
does not explain the inference in (15) in the same way as it explains SDA, namely,
as stemming from the fact that the antecedent introduces multiple assumptions. We
are thus faced with the challenge of accounting for the apparent soundness of the
inference in (15) separately. In this section, we show that our theory does account for
this inference, by proving the following fact.

Proposition 2. Let w be a world and let |A|, |B | be two facts at w . Both under a
maximal and under a minimal background, if ¬(A ∧ B) > C is true at w , so is ¬A > C .

The key to this result is the following lemma, whose proof is given in Appendix B.

Lemma 1. Suppose |A| and |B | are two facts at w . Then:

• the only fact that contributes to the falsity of |¬A| at w is |A|;

• the facts that contribute to the falsity of |¬(A ∧ B)| at w are |A| and |B |.

Proof of Proposition 2. It follows from Lemma 1 that anything that is called into question
by the assumption |¬A| is also called into question by the assumption |¬(A∧B)|. Since
the maximal background for an assumption consists of those facts that are not called
into question, it follows that Bmax (w, |¬(A ∧ B)|) ⊆ Bmax (w, |¬A|). On the other
hand, under a minimal background interpretation, the factual background is taken to
be empty for both assumptions. In both cases, we have B(w, |¬(A∧B)|) ⊆ B(w, |¬A|).

Now consider the laws. It follows immediately from the lemma that if the assump-
tion |¬A| intervenes on a law, then |¬(A ∧ B)| also intervenes on this law. Since the
law background for an assumption a consists of the upshots of those laws on which a
does not intervene, we have L(w, |¬(A ∧ B)|) ⊆ L(w, |¬A|).

Now suppose that ¬(A∧B) > C is true atw . The only alternative for the antecedent
is |¬(A∧ B)|. So, the truth of the counterfactual amounts to the fact that |C | is entailed
by the set {|¬(A ∧ B)|} ∪ B(|¬(A ∧ B)|) ∪L(|¬(A ∧ B)|). Since |¬A| ⊆ |¬(A ∧ B)|,
and since B(|¬(A ∧ B)|) and L(|¬(A ∧ B)|) are included respectively in B(|¬A|) and
L(|¬A|), it follows that |C | is also entailed by {|¬A|} ∪ B(|¬A|) ∪ L(|¬A|), which
means that ¬A > C is true at w . �

Thus, provided that the propositions that Nixon resigned and that Agnew resigned are
facts in our causal model, the soundness of (15) is indeed predicted on our account.

However, in our account the validity of SNCA has a di�erent origin than the
one of SDA: SDA stems from the presence of multiple alternatives in the antecedent,
which provide multiple counterfactual assumptions; by contrast, SNCA stems from
the speci�c workings of our procedure for making counterfactual assumptions.

Independent evidence for the fact that SDA and SNCA have di�erent origins comes
from looking at inferences involving modals. There is wide agreement in the literature
that SDA inferences such as (16) are related to free choice inferences under modal
operators, illustrated by (17).

32Another example of conditionals with inquisitive antecedents is given by unconditionals, such as
wherever the party is, I’ll go (Rawlins 2013, Ciardelli 2016a). Conditionals whose antecedents contain any
could also be treated naturally as being inquisitive; see Rooij (2008) for relevant discussion.
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(16) a. If Mr. X wore a top hat or a fedora, he would blend in with the crowd.
b. So, if he wore a top hat, he would blend in with the crowd.

(17) a. Mr. X might be wearing a top hat or a fedora.
b. So, he might be wearing a top hat.

Like SDA, free-choice inferences are not predicted on standard accounts of modal
operators; furthermore, like for SDA, making free choice inferences valid leads to
unacceptable consequences in these theories, as a result of certain equivalences in
classical logic (Wright 1968, Kamp 1973). The same strategy that we have followed to
vindicate SDA has been used to explain the validity of free choice inferences: various
scholars have assumed that disjunction introduces multiple propositional alternatives,
and that the presence of these alternatives is directly or indirectly responsible for
the relevant inferences (Aloni 2003, 2007, Simons 2005, Alonso-Ovalle 2006, Aher &
Groenendijk 2015).

Now, if free choice inferences are linked to the presence of alternatives, we expect
them to occur when the prejacent of the modal operator is a disjunction, but not
necessarily when it is a negated conjunction. This seems to be true: while there is a
strong parallel between conditionals of the form (A ∨ B) > C and modal sentences of
the form ♦(A ∨ B), there is no parallel between conditionals of the form ¬(A ∧ B) > C
and modal sentences ♦¬(A ∧ B). The counterpart of the inference in (18) is not valid
in the modal setting. Consider (19) on the surface scope reading (that is, ♦¬(D ∧ F )
for (18a) and ♦¬D for (18b)): one may doubt whether Alice can speak both Dutch and
French, yet know for a fact that she does speak Dutch. In that situation, the inference
in (19) seems unwarranted. In fact, right after (19), the speaker may follow up with an
emphatic “but she certainly does speak Dutch!”.

(18) a. If Bea had not spoken both Dutch and French, she wouldn’t have been
hired.

b. So, if she had not spoken Dutch, she wouldn’t have been hired.
(19) a. Bea might not speak both Dutch and French.

b. # So, she might not speak Dutch.

If, as it has been assumed, free choice in modals is connected to the presence of
multiple alternatives, then on our account it is expected that such inferences arise
from disjunctions, but not necessarily from negated conjunctions.

7 Conclusion
In this paper we reported on a web survey that we conducted to test the truth conditions
of certain counterfactual conditionals. The results of this survey indicate that truth-
conditionally equivalent antecedents can make di�erent semantic contributions to
the interpretation of the conditionals they are part of. Assuming compositionality,
this leads to the conclusion that the meaning of these antecedents—and of sentential
clauses more generally—should not be identi�ed with their truth conditions. More
generally, our experimental results show that de Morgan’s law ¬(φ ∧ψ ) ≡ ¬φ ∨ ¬ψ
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does not hold in natural language: a compositional account of our results requires a
theory of propositional connectives that assigns di�erent semantic values to ¬(A ∧ B)
and ¬A ∨ ¬B.

We have shown that a natural explanation of our experimental results is available
in inquisitive semantics: the inquisitive account of propositional connectives distin-
guishes ¬(A ∧ B) from ¬A ∨ ¬B, by associating the �rst clause with a single semantic
alternative, and the second clause with two distinct alternatives. The inquisitive lift-
ing recipe of Ciardelli (2016a), which treats each alternative for the antecedent as a
separate counterfactual assumption, then explains how this di�erence a�ects the truth
conditions of the conditionals in which these two clauses are embedded.

Our �ndings also challenge the widespread view that making a counterfactual
assumption requires minimizing the amount of change with respect to the actual state
of a�airs. We have seen that, no matter what exactly is taken to count as a minimal
change in our scenario, our �ndings cannot be accounted for. Another way to put it
is this: on a theory that implements the minimal change requirement, the majority
judgments that we found are predicted to be logically inconsistent.

We have proposed that in making a counterfactual assumption, there is no general
requirement to minimize changes; rather, certain facts are regarded as background for
the assumption, and held �xed in the counterfactual scenario. We have furthermore
assumed that a fact is by default viewed as background unless it is called into question
by the counterfactual assumption. We have developed a formal account based on
this view, and we have shown that this account, when combined with inquisitive
semantics, predicts our majority judgments and explains various other patterns in our
experimental results.

Appendix

A Illustration of our theory with intervention on causal laws
In this appendix we illustrate the workings of the theory we developed in Section 4
by looking at the interpretation of two counterfactuals in a scenario taken from Pearl
(2000). The scenario involves two ri�emen who are preparing to shoot a prisoner
upon receiving a signal from the squad’s o�cer, who is waiting for the court order.
Let V = {?C, ?O, ?A, ?B, ?D} where ?C = {C,C} symbolizes whether the court orders
the execution, ?O = {O,O} whether the o�cer transmits the order to the ri�emen,
?A = {A,A} and ?B = {B,B} whether the ri�emen shoot, and ?D = {D,D} whether
the prisoner dies. Let the causal graph be such that D depends on A and B, which each
depend on O , which depends on C , which does not depend on anything. Let L be laws
whose upshots are C ↔ O , O ↔ A, O ↔ B, and (A ∨ B) ↔ D. Suppose in the actual
world w , the court gives the order, the o�cer transmits it to both ri�emen, they both
shoot, and the prisoner dies; this means that Fw = {C,O,A,B,D}.

Example 1. Consider the counterfactual “if ri�eman A hadn’t shot, the prisoner
would still have died”, represented as ¬A > C .33 The only fact that contributes to the

33In these examples, we blur the distinction between a clause A and the proposition |A |, for the sake
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falsity of ¬A is A; only D is dependent on it; so ¬A calls into question A and D; the
remaining facts, B, C , and O , form the maximal factual background of ¬A. The law
background for ¬A consists of the upshots of all the laws except O ↔ A. Now, since
the maximal factual background contains B, and since the law background contains
the law with upshot (A ∨ B) ↔ D, the set {¬A} ∪Bmax(w,¬A) ∪L(w,¬A) entails D.
Thus, on the maximal background interpretation, the counterfactual is indeed true.

Example 2. In the same scenario, consider the counterfactual “if ri�emen A and B
had not both shot, the prisoner would still have died”, represented as ¬(A ∧ B) > D.
We expect this to be judged false or indeterminate, since if the ri�emen had not both
shot they might have both refrained from shooting. The only facts that contribute
to the falsity of ¬(A ∧ B) are A and B; only D is dependent on either of these facts;
so, ¬(A ∧ B) calls into question A, B, and D; the remaining facts, C and O , form the
maximal factual background of ¬(A ∧ B). The law background for ¬(A ∧ B) consists
of the upshots of all the laws except O ↔ A and O ↔ B. Since both these laws are
excluded, there is no way to conclude from the remaining information that the prisoner
would have died. Thus, the counterfactual is not predicted to be true.

B Proofs of mathematical results

Proof of Proposition 1. Suppose f contributes to the falsity of a at w . This means that
there is some F ⊆ Fw such that F is consistent with a but F ∪ { f } is not. Since the
set V of causal variables is �nite, the set Fw of facts is �nite too. Therefore, F can be
extended to some set F ′ ⊆ Fw which is maximal among the subsets of Fw consistent
with a. Since F ⊆ F ′ and F ∪ { f } is inconsistent with a, a fortiori the set F ′ ∪ { f } is
inconsistent with a. Since F ′ is consistent with a, we must have F ′ ∪ { f } , F ′, which
implies f < F ′. So, for some maximal set of facts F ′ consistent with a, f < F ′.

Conversely, suppose f is does not contribute to the falsity of a at w . Now take a
set of facts F ∈ Fw which is maximal among whose consistent with a. Since f does
not contribute to the falsity of a, and since and F is consistent with a, we have that
F ∪ { f } must be consistent with a as well. Since F is maximal among the sets of facts
consistent with a, we cannot have F ∪{ f } ⊃ F : we must then have F ∪{ f } = F , which
means that f ∈ F . Since F was an arbitrary set of facts which is maximally consistent
with a, this shows that s is included in all such sets. �

Proof of Lemma 1. Suppose that |A| and |B | are facts in our model. Since inquisitive
semantics coincides with classical logic as far as the truth conditions of the proposi-
tional connectives are concerned, we have |¬A| = |A| and |¬(A∧B)| = |A| ∩ |B |. Thus,
our lemma will be established if we can prove the following three claims for any facts
f and д at a world w :

1. the only fact that contributes to the falsity of f at w is f ;

of readability. In general, however, this distinction is important in our account: since a single antecedent
may give rise to multiple counterfactual assumptions, evaluating a counterfactual A > C does not always
amount to computing the proposition |A |V |C |. In particular, |(A∨B)>C | is in general distinct from
|A∨B |V |C |.
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2. the facts that contribute to the falsity of f ∩ д at w are f and д.

Let us establish these claims in turn.

1. Consider the set of facts F := Fw − { f }. We claim that this is the only maximal
set of facts consistent with f . Let us prove this.

• F is consistent with f . Let X be the causal variable such that f = Xw , and
let f ′ be a di�erent setting of X . Then F ∪ { f ′} is a setting of V , and so
it is consistent, by our assumptions that the variables in V are logically
independent from one another.34 Now, since the settings for a variable
form a partition, we have f ′ ⊆ f . Thus, F ∪ { f } is consistent as well,
which means that F is consistent with f .

• Clearly, F is maximal among the sets consistent with f : the only proper
superset of F is is Fw , which contains f and is therefore inconsistent
with f .

• F is the unique maximal set of facts consistent with f . To see this, suppose
H is a set of facts consistent with f : then f cannot belong to H , so H ⊆ F .

By Proposition 1, the facts that contribute to the falsity of f are all and only
those that are not included in F . By de�nition, f is the only such fact.

2. Consider the set of facts F := Fw − { f } and G := Fw − {д}. We claim that these
are the unique maximal sets of facts consistent with f ∩ д. Let us show this.

• F and G are consistent with f ∩ д. First consider F . Suppose f = Xw , and
let f ′ be a di�erent setting ofX . Then, F ∪{ f ′} is a setting ofV , and so it is
consistent by the independence of V . Since the settings for a variable form
a partition, we have f ′ ⊆ f ⊆ f ∩ д. Thus, F ∪ { f ∩ д} is consistent as
well, which means that F is consistent with f ∩ д. The argument is similar
for G.

• F and G are maximal among the set of facts consistent with f ∩ д. This is
obvious, since the only proper superset of either F or G is the full set Fw ,
which contains both f and д and is therefore not consistent with f ∩ д.

• F and G are the unique maximal set of facts consistent with f ∩ д. To
prove this, it su�ces to show that any set of facts H which is consistent
with f ∩ д is included either in F or in G . So, suppose H is consistent with
f ∩ д. Then H cannot include both f and д: if H does not include f , then
H ⊆ F , while if H does not include д, H ⊆ G.

34Recall from Section 4.2 that we assume that the causal variables in V are logically independent from
one another. Technically, what this means is that any setting of V is logically consistent.
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