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This paper investigates the question of the directionality of Agree in the domain
of complementizer agreement (CA). Germanic and Bantu patterns of CA provide
prima facie evidence of both downward- and upward- probing relations, as Ger-
manic complementizers are valued by the subject of the embedded clause, whereas
the relevant Lubukusu complementizers are valued by the subject of the main
clause. We argue, however, that all feature valuation relations can be explained
by a downward-probing Agree operation. Apparent instances of upward-probing
feature-valuation are analyzed as anaphoric feature valuation, which is a com-
posite operation consisting of movement of the relevant (unvalued, interpretable)
features followed by probing of their c-command domain for valuation. A model
of syntax that relies on the referential properties of phases is proposed to derive
the behavior of anaphoric features from more fundamental syntactic properties,
namely, that more rigid reference of a phase is derived by movement of phase-
internal elements to the edge of that phase.

1 Introduction

TheMinimalist Program (MP) (Chomsky 2000a et seq.) posits the notion of Agree:
a local feature valuation relation that is constrained by a c-command relation be-
tween a Probe bearing an unvalued feature [uF] and a structurally lower Goal
bearing an interpretable variant of this feature [iF]. In the last decade Agree has
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come to be the principal mechanism for various kinds of feature-matching rela-
tionships in syntactic theory, and as such the subject of intensive research and
interesting debates. Recent literature provides (at least) three different theoreti-
cal approaches to the Agree operation:

(1) Theoretical Approaches to Agree

a. Agree is the result of a structurally higher Probe probing down
(Chomsky 2000a; 2001; Preminger 2013; Polinsky & Preminger 2015)

b. Agree is the result of a structurally lower Probe probing up (Zeijlstra
2012; Wurmbrand 2011; Bjorkman & Zeijlstra 2014)

c. Agree can probe up or down (cf. Béjar & Rezac 20091, Baker 2008,
Putnam & Koppen 2011, Carstens 2016)

On the surface there is a strong case for the existence of both upward and
downward probing in the grammar of complementizer agreement (CA). One set
of data motivating the downward-probing operation comes from the familiar
West Germanic instances of CA where C agrees with the embedded subject.

(2) Probing Down: [XP Probe[uF] [YP Goal[iF] ]]

(3) West Flemish (Haegeman 1992)
k
I
peinzen
think

da- n
that-PL

/
/
*da
that-SG

ze
they

morgen
tomorrow

goan.
go-PL

‘I think that they will go tomorrow.’

Prima facie evidence for upward probing can also be found in the complemen-
tizer domain, this time in various languages of Africa. The best-described case
comes from Lubukusu, a Bantu language spoken in western Kenya (Diercks 2010;
2013; Wasike 2007); as shown in (5) the class 2 agreement ba- on the complemen-
tizer -li is triggered by the class 2 matrix subject, and not by any other potential
agreement trigger in the embedded clause.2

1 Béjar & Rezac (2009) do not propose that a Probe can probe upwards, but they argue that
unvalued features of a Probe can be reintroduced higher up in the tree and Probe down from
there again. This gives the surface appearance of Upward Probing, but is in effect downward
probing. We will argue for something similar.

2 Every Lubukusu noun phrase in this paper is glossed for its noun class, for which we follow
the Bantuist tradition of labeling by number, where odd numbers are singulars (e.g. 1) and the
immediately ascendant even number is that noun class’ plural form (e.g. 2 is the plural of 1). S
or O following a verbal noun class agreement indicates ‘subject’ or ‘object’ verbal agreement.
Person features are represented by the person together with the number, for example 1sg, 2pl.
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(4) Apparent Probing Up: [XP Goal[iF] [YP Probe[uF] ]]

(5) Lubukusu (Diercks 2013)
ba-ba-ndu
2-2-people

ba-bol-el-a
2S-said-AP-FV

Alfredi
1Alfred

ba -li
2-that

a-kha-khil-e
1S-FUT-conquer

‘The people told Alfred that he will win.’

Despite the apparent ‘upward’ agreement in (5), we argue that the data in
(3) and (5) can both be accounted for by the widely accepted theory that unval-
ued features probe their c-command domains for a Goal by which to be valued
(Chomsky 2000a et seq.). We claim that the Lubukusu φ-features on C have
anaphoric properties (e.g. subject-orientation). We follow Rooryck & Vanden
Wyngaerd (2011) in identifying anaphoric features as interpretable, unvalued fea-
tures, which necessarily move to a position higher than their antecedent and
undergo a standard Agree operation (as Rooryck & Vanden Wyngaerd 2011 pro-
pose is the derivation of self-reflexives). Therefore feature-valuation may either
be non-anaphoric (where pure Agree results in downward-oriented syntactic
agreement, contra Zeijlstra 2012, Wurmbrand 2011, and Bjorkman & Zeijlstra
2014) or anaphoric (where an Agree relation is preceded by a movement oper-
ation). Therefore while only one feature-valuation operation is a primitive of the
grammar (Agree), there are multiple derivative patterns: non-anaphoric agree-
ment (pure Agree) and anaphoric agreement (Internal Merge + Agree). Sections
2-4 deal with these core questions. Section 5 addresses why unvalued yet inter-
pretable features should undergo internal merge by linking this movement to the
Phrase Reference model of Hinzen (2012) (and related work). Section 6 discusses
CA-data from another language spoken in Africa, Kipsigis, that provides addi-
tional evidence for our analysis. Section 7 compares our approach to Carstens’
2016 analysis of Lubukusu CA.

2 Germanic CA: Agree probing down

VariousDutch andGerman dialects display CA inwhich a declarative-embedding
complementizer carries inflectional morphology that agrees with the φ-features
of the embedded subject. The West-Flemish examples illustrate that the comple-
mentizer da ‘that’ displays overt plural agreement morphology (–n) when there
is a plural embedded subject, shown in (6a) (with no overt agreement otherwise).

Additional notable glosses include FUT ‘future,’ PST ‘past,’ PRS ‘present,’ AP ‘applicative,’ FV
‘final vowel,’ PASS ‘passive,’ CAUS ‘causative,’ COMP ‘complementizer,’ SBJ ‘subjunctive.’ Tone
marking is not provided for the Lubukusu examples.
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(6) West Flemish (Haegeman & Koppen 2012)

a. k
I
peinzen
think

da -n
that-pl

/
/
*da
*that-sg

die venten
those

Marie
men

kenn-en.
Marie know-pl

‘I think that those men know Marie.’

b. k
I
peinzen
think

da -Ø
that-sg

/
/
*da-n
*that-pl

dienen vent
that

Marie
man

kenn-t.
Marie know-sg

‘I think that that man knows Marie.’

Tegelen Dutch complementizers show a slightly different pattern, displaying
overt inflection (-s) with second person singular subjects (doow ‘you’ in (7)) (and
a bare form otherwise.3

(7) Tegelen Dutch (Haegeman & Koppen 2012)

a. Ich
I

denk
think

de -s
that-2p.sg

/
/
*det
*that

doow
you2p.sg

Marie
Marie

ontmoet-s.
meet-2p.sg

‘I think that you will meet Marie.’

b. Ich
I

denk
think

det -Ø
that

/
/
*de-s
*that-2p.sg

geej
you2p.pl

Marie
Marie

ontmoet-e.
meet-pl

‘I think that you will meet Marie.’

The analysis of Germanic CA that we advocate here is the same as that pro-
posed by Carstens (2003), van Koppen (2005), and Haegeman & Koppen (2012).
Following this literature, we assume that C° in dialects with CA has a set of unin-
terpretable φ-features, which probe C°’s c-command domain for a set ofmatching
interpretable φ-features. The first potential Goal it encounters is the embedded
subject, which values the φ-features on C° that are then spelled out as CA. This
derivation represented in (8):

3 We only describe the basic properties of CA inWest Germanic here. We refer the reader to the
extensive literature on CA in Germanic for a more in depth description of this phenomenon
(see van Koppen 2005 and references cited there).
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(8) CP

C°
de-s
[uφ]

TP

doowi
[φ:2sg]

TP

T°
[uφ]

VP

doowi
[φ:2sg]

VP

NP
Marie

V°
ontmoets

We will briefly consider two different alternative analyses of the Germanic
CA pattern, demonstrating that a downward-probing Agree analysis is the most
probable (though mainly pointing the reader to the relevant literature for discus-
sion).4 One alternative has been to argue φ-features on C° and T° have the same
origin (the ‘shared-source’ analysis).5 One implementation of this idea is for the
φ-features that arise on C° to have originated in T° (an approach amenable to a
Spec,Head agreement analysis: cf. Den Besten 1983; Den Besten 1989; Zwart 1993;
1997; Hoekstra & Marácz 1989; Watanabe 2000, among others). On this approach
the φ-features of T° are valued by the subject in Spec,TP, after which T° (or the
φ-feature set of T°) raises to C° and are realized as CA. A second implementation
of the ‘shared source’ analysis adopts a Feature Inheritance approach, which also
leads to a configuration in which the subject c-commands the φ-features of Cº.
More specifically, Chomsky (2008 et. seq.) argues that the φ-features on C° can-
not remain on Cº (because it is a phase head) and therefore have to be passed on
to a non-phase head, Tº in this instance (see also Richards 2007). CA can then
be taken as an additional morphological reflex of agreement between T° and the
subject, spelled out on Cº at the base position of those φ-features.

Haegeman & Koppen (2012) argue extensively against the ‘shared source’ ap-
proach, showing that a key prediction (that the φ-feature set on Tº be identical

4 Another possible approach is that Germanic CA is non-syntactic, occurring at PF as a mor-
phological process (cf. e.g. Ackema & Neeleman 2004, Fuss 2008). We refer the reader to van
Koppen 2005 and Haegeman & Koppen 2012 for counter-arguments.

5 See also Haegeman & Koppen 2012 for an extensive discussion of these proposals.
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or a subset of the feature set on the Cº phase head) is not upheld.6 Haegeman &
Van Koppen point out two key empirical problems for this hypothesis: CA with
coordinated subjects in Tegelen Dutch and CA with external possessors in West
Flemish. For the sake of space, we consider only the first here. A basic example
of CA in Tegelen Dutch is provided in (9):

(9) Tegelen Dutch (Haegeman & Koppen 2012)
Ich
I

denk
think

de -s
that-2sg

doow
you.sg

Marie
Marie

ontmoet-s.
meet-2sg

‘I think that you will meet Marie.’

In an example with a conjoined subject like (10), the verb (i.e. Tº) agrees with
the plural-feature of the entire coordinated subject doow en ich ‘you and I,’ but CA
is solely with the person and number features (2nd singular) of the first conjunct
in this coordinated subject.

(10) Tegelen Dutch (Haegeman & Koppen 2012)
… de -s

that-2sg
doow
[yousg

en
and

ich
I]1pl

ôs
each.other1pl

kenn -e
can-pl

treffe.
meet

‘… that you and I can meet.’

It is clear then that CA differs from TA in (10), which is unexpected if CA and TA
have a shared source (in the sense we introduced earlier).

Having set aside the ‘shared source’ approach to Germanic CA, there is a sec-
ond alternative analysis available: C° and T° probe separately, but embedded sub-
jects raise into the CP-domain and trigger agreement on a CP-level Agr head
(AgrC). AgrC° proceeds to raise over the subject in Spec,AgrCP, producing the ex-
pected word order where the complementizer (and agreement features) precede
the embedded subject (See Shlonsky 1994 and Zwart 1993 for a discussion of this
kind of approach). Although descriptively adequate, this split-CP implementa-
tion of an upward-probing analysis of Germanic CA poses some challenges, par-
ticularly regarding FCA patterns in Tegelen Dutch: it is problematic that AgrC
would agree with a first conjunct that is not in its complement. Upward probing
accounts of CA predict this type of agreement to be impossible (i.e. agreement
with an element in the specifier of the Goal), because in order for Agree to take
place the Goal has to c-command the Probe, which is not the case in the FCA

6 This is not a claim that the morphological forms must be identical, only that (after morpholog-
ical analysis) the φ-feature distinctions shown on Tº should demonstrably be the same ones
shown on Cº.
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examples (see Baker 2008; Zeijlstra 2012; Wurmbrand 2011). As such, upward-
probing accounts would never expect agreement with the first conjunct of a co-
ordinated subject, contrary to fact. There are additional empirical problems, but
for brevity’s sake we refer the reader to van Koppen (2005; to appear).

The preceding discussion of Germanic CA patterns has shown that CA and TA
are best analyzed as resulting from distinct φ-feature probes, one on Cº and one
on Tº, and that Cº probes down in the structure, finding the embedded subject in
its canonical position (as argued by Carstens 2003; van Koppen 2005; Haegeman
& Koppen 2012). The facts from Germanic CA argue against an account where
Agree only probes up (cf. Zeijlstra 2012; Wurmbrand 2011; Bjorkman & Zeijlstra
2014), though the case remains to be made that all feature valuation operations
are the result of a downward-probing Agree.

3 Lubukusu CA: Agree probing up?

In contrast to the Germanic patterns, Lubukusu (Bantu, J.30, Kenya) displays a
CA relationwhere a declarative-embedding complementizer shows full φ-feature
agreement (gender, number, and person) with the subject of the matrix clause:7

(11) Lubukusu (Diercks 2013)

a. ba-ba-ndu
2-2-people

ba-bol-el-a
2sa-said-ap-fv

Alfredi
1Alfred

ba- li
2-that

a-kha-khil-e
1sa-fut-conquer

‘The people told Alfred that he will win.’

b. Alfredi
1Alfred

ka-bol-el-a
1sa-said-ap-fv

ba-ba-ndu
2-2-person

a- li
1-that

ba-kha-khil-e
2sa-fut-conquer

‘Alfred told the people that they will win.’

As we mentioned above, this CA pattern appears on the face of it to be a case of
Agree Probing Up, with a probe structurally lower than its goal, though we will
show in what follows that this approach cannot be maintained.

First, example (12) gives a morphological causative construction; Despite the
fact that the causee Alfredi in (12) triggers CA in a periphrastic causative context,
when it is not the subject of the sentence it cannot trigger agreement on the
complementizer:

7 For discussion of similar constructions, see Kawasha (2007) (5 central Bantu languages), Let-
sholo & Safir (2017) (Ikalanga), Diercks & Rao (2017) (Kipsigis), Torrence (2016) (Ibibio), and
Idiatov (2010) (various Mande languages). Ongoing work by Diercks has shown the same phe-
nomenon in Idakho andWanga (Bantu languages of the Luyia subgroup, related to Lubukusu).
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(12) n-a-suubi-sya
1sgsa-pst-believe-caus

Alfredi
1Alfred

n-di/ *a-li
1sg-that/*1-that

ba-keni
2-guests

khe-be-echa
prog-2sa-come

‘I made Alfred believe that the guests are coming.’

Similarly, in a ditransitive the complementizer can only agree with the subject,
not with the intervening indirect object.

(13) W-a-bol-el-a
2sgsa-pst-say-ap-fv

Nelsoni
1Nelson

o-li/ *a-li
2sg-that/*1-that

ba-keni
2-guests

ba-a-rekukha
2sa-pst-leave

‘You told Nelson that the guests left.’

As can be seen in (14) and (15) below (equivalents of (12) and (13) respectively),
both the causee and the indirect object can be object-marked on the verb; object
marking in Lubukusu is restricted to structural arguments of the verb (Diercks
2011; Sikuku, Diercks & Marlo to appear).8 This is reason enough to believe them
to be DP objects of the verb and therefore potential interveners in any Agree
relationship between the complementizer and the superordinate subject.9

(14) N-a- mu- suubi-sya
1sgSA-PST-1OM-believe-CAUS

Alfredi
1Alfred

n-di/*a-li
1sg-that/*1-that

ba-keni
2-guests

khe-be-echa.
prog-2SA-come

‘I DID make Alfred believe that the guests are coming.’

(15) W-a- mu- bol-el-a
2sgSA-PST-1OM-say-AP-FV

o-li/*a-li
2sg-that/*1-that

ba-keni
2-guests

ba-a-rekukha.
2SA-PST-leave

‘You told him that the guests left.’

8 Non-accusative objects like locative phrases may be marked on the verb, but are marked with
a post-verbal locative clitic, as demonstrated by Diercks (2010; 2011) and Sikuku, Diercks &
Marlo (to appear) (‘accusative’ here is used as an expository mechanism, as DPs are not case-
marked in Lubukusu, like in other Bantu languages, and the status of case-marking in general
is a larger issue (Harford Perez 1985; Halpert 2012; van der Wal 2013). And as Diercks (2011)
shows, even for locatives in Lubukusu it is only possible to mark them on the verb when they
are selected by the verb, locative-marking is unavailable for adjunct locative phrases.

9 Example (14) is translated as verum focus because doubling an object marker with an overt
object is only possible in Lubukusu in a set of pragmatic contexts akin to those that elicit
verum focus in English.
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FollowingDiercks (2013), our conclusion is that the Lubukusu CA construction
cannot be explained under an account of uφ on Cº probing upwards, given the
lack of intervention effects with intervening DPs. Coupled with the evidence
from Germanic CA, this leads us to conclude that downward probing is a central
component of the syntax, whereas upward probing is not necessarily so.

Diercks (2013) proposes that agreement on the complementizer is triggered
locally in the embedded CP by a null subject-oriented anaphor, so the agreement
is in fact only triggered indirectly by the matrix subject. As a result of the subject-
oriented properties of the null anaphor, CA in Lubukusu is determined by the
features of the matrix subject. Abstracting away from the details for the moment,
Diercks claims that the strict subject orientation of Lubukusu CA is enforced by
LF clitic-movement of the null anaphor to T° (following Safir’s 2004 analysis of
long-distance subject-oriented anaphors).

Support for the proposal that Lubukusu CA is anaphoric in nature comes from
predictable sources, mainly, that the locality constraints for anaphoric relations
are known to be distinct from those for morphosyntactic agreement (formalized
by Chomsky’s 2001 Agree). First, CA is clause-bounded, only agreeing with the
most local super-ordinate subject (cf. Chomsky’s 1973 Tensed Sentence Condi-
tion). This is evident in (16), where the lower complementizer only agrees with
the intermediate class 2 subject, and agreement with the class 1 matrix subject is
unacceptable.

(16) Alfredi
1Alfred

ka-a-loma
1S-PST-say

a-li
1-that

ba-ba-andu
2-2-people

ba-mwekesia
2S-revealed

ba-li/ *a-li
2-that/*1-that

o-mu-keni
1-1-guest

k-ola
1S-arrived

‘Alfred said people revealed that the guest arrived.’

In addition, Lubukusu CA has a strict subject orientation—indirect objects and
causes don’t trigger agreement, agentive by-phrases in passives do not either, nor
do other plausible agreement triggers like source-adjuncts in perception predi-
cates (e.g. hear from X ). We refer the reader to Diercks (2010; 2013) for additional
empirical argumentation for an anaphoric analysis of Lubukusu CA.

The proposal to be set forward here maintains the core generalizations and
analysis of Diercks 2013, namely, that Lubukusu CA is at its heart an anaphoric
relation.10 Thecontribution thatwewill make here is first, to utilize the Lubukusu
CA facts as evidence for a generalizable theory of anaphoric relations, and sec-
ond, to follow recent work like Hicks (2009), Reuland (2005); Reuland (2011), and

10 See section 4.3 below for an alternative analysis from Carstens (2016).
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Rooryck & Vanden Wyngaerd (2011) (among others) to derive anaphoric rela-
tions from more basic elements of the grammar. And, to bring this back even
further to the broadest purposes of this paper, these conclusions present crucial
evidence on the question of the directionality of probing of Agree, as discussed
in §1.

4 Anaphoric vs. non-anaphoric feature valuation

4.1 Setting the stage for the analysis

TheAgree operation is a natural, parsimonious account of feature-valuation, and
is particularly useful for explaining West-Germanic CA constructions. CA in
Lubukusu and other Bantu languages, however, cannot be licensed solely by
Agree without significantly altering notions of locality and Agree. This sets up
an interesting dichotomy that lies at the heart of our proposals in this paper. One
the one hand, inflectional agreement relations (like subject-verb agreement) are
derived by a feature-valuation operation with specific generalizable properties
(like strict structural locality). On the other hand, basic anaphoric relations like
subject-oriented anaphors in object position, also showmatching of features, but
take on a different set of characteristics with respect to locality and other con-
straints (as documented in a long line of generative literature, e.g. Chomsky
1981; Safir 2004; Reuland 2011). While recent generative work (e.g. Reuland 2011,
Hicks 2009, comments in Wurmbrand 2011) has made significant progress reduc-
ing anaphoric relations to Agree relations (along with basic chain formation), the
LubukusuCA facts are a prima facie case of precisely the opposite situation. Here,
an instance of morphosyntactic agreement does not in fact accord with the pre-
dictions of agreement by Agree, instead showing the properties of an anaphoric
relationship. The paradox, of course, is that the argument that Lubukusu CA
is best analyzed as anaphoric instead of a syntactic agreement relation is non-
sensical if anaphora and agreement are both explained by the same underlying
syntactic operation (Agree). The logical conclusion, then, is either that Lubukusu
CA is not in fact anaphoric (contraDiercks 2013), or that anaphora and agreement
do not reduce to identical syntactic operations.

Our conclusion is that Lubukusu CA is an example of an anaphoric feature-
valuation relationship that cannot reduce to Agree alone. If this is in fact the case,
then any efforts to reduce all feature sharing/strict reference relationships in the
syntax to identical Probe-Goal relations (= Agree) are misguided, and there needs
to be some principled way to distinguish anaphoric-feature-valuation from basic

10
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agreement-feature-valuation on a theoretical level. Our claim, as we’ve discussed
above (following Rooryck & Vanden Wyngaerd 2011), is that anaphoric feature
valuation relations derive from a compound operation of Move + Agree.

4.2 Deriving Lubukusu CA

4.2.1 Step 1: Reducing anaphoric relations to Agree

We follow Hicks (2009), Reuland (2011), and Rooryck & VandenWyngaerd (2011)
(henceforth, R&VW) in assuming that binding is not a primitive of grammar. In
particular, R&VW propose that intensifiers and reflexives must raise out of their
base positions to adjoin to vP. This movement is necessary in order for these
units to be in a position from which they can probe their c-command domain
and are valued by the subject (equating reflexives with Doetjes’ 1997 analysis
of floating quantifiers). Example (17) derives the sentence Peter invited himself,
where features marked with a * are those that are shared with the subject DP
(R&VW: 89 ex (2)).11

(17) vP

DP2

himself
[P:3*,N:sg*,G:m*]

vP

DP1

Pete
[P:3,N:sg,G:m]

vP

v° VP

V°
invited

DP2

himself
[P:3*,N:sg*,G:m*]

11 This feature sharing/valuation occurs via the Agree relation (Frampton & Gutmann 2000; Pe-
setsky & Torrego 2007).
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Under this view, Agree (by a head H) is hypothesized to exclusively probe H’s
c-command domain. Anaphors are analyzed as consisting of a set of unvalued φ-
features that are valued (via Agree) by moving the reflexive over its antecedent.
Subsequent subject and verb movement then obscure this reflexive movement
(in R&VW’s account). In order to be able to distinguish this agreement from
other φ-feature valuation (which is presumably deleted or not interpreted at LF),
they claim that the φ-features on reflexive pronouns are interpretable, unvalued
features. A major prediction of R&VW’s approach (and others like theirs) is that
self-anaphora are at their heart an instance of feature valuation in the syntax.12

If this is the case, there ought to be feature valuation operations that show the
properties of anaphora while having little to do with reflexivity of predicates.
The claim that we advance in the remainder of this paper is that Lubukusu CA
exemplifies precisely this prediction – feature valuation that shows the distribu-
tional properties of anaphora, but that does not connect directly to reflexivity
of predicates. The basic case of Lubukusu CA is an instance of a feature bundle
with the same values as anaphoric features, namely interpretable and unvalued,
and hence shows the same syntactic behavior (despite not being an instance of
predicate reflexivity).

4.2.2 Step 2: The interpretative effects of CA in Lubukusu vs. CA in
Germanic

Diercks (2010; 2013) observes that the agreeing complementizer in Lubukusu has
evidential properties: an agreeing complementizer signals the speaker’s assess-
ment that the reported information is relatively reliable, and is ruled out in in-
stances where the reliability of the reported information is in question. In those
cases, a non-agreeing complementizer (here bali) is necessary:

(18) Mosesi
1Moses

a-lom-ile
1S-say-PRF COMP

Sammy
1Sammy

k-eb-ile
1S-steal-PST

chi-rupia.
10-money

‘Moses has said that Sammy stole the money.’

a. Moses saw the event, and the speaker believes him: *bali/ali
b. Moses didn’t see the event, but reported hearsay: bali/*ali
c. Moses says he saw the event, but the speaker doubts him: bali/*ali

12 This is opposed to an approach like that of Reinhart & Reuland (1993), where self-reflexives
are the product of constraints on licensing reflexivity of predicates (i.e. multiple arguments of
a predicate being saturated by the same semantic variable).
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Herewe observe a noticeable contrast betweenCA inGermanic and Lubukusu/Bantu;
whereas the agreeing complementizer appears to have an interpretive effect in
Lubukusu, Germanic CA does not have any semantic contribution (see van Kop-
pen 2005; to appear). Based on these patterns, we hypothesize that the φ-features
on Cº in Lubukusu have an effect on semantic interpretation, and are therefore
interpretable, unvalued features. The φ-features on Cº in Germanic do not have
an interpretation and are hence uninterpretable, unvalued features. This key con-
trast is noted in (19) (for the distinction between (un)interpretable and (un)valued
features see also Pesetsky & Torrego 2007):

(19) φ-features on C
Lubukusu: interpretable, unvalued
Germanic: uninterpretable, unvalued

Note, at this point we have not given a precise account of what the interpre-
tation of these interpretable features is, only that the presence of these features
leads to an interpretation that is different from the one where these features are
absent.

4.2.3 Step 3: Deriving Lubukusu Complementizer Agreement

As a point of departure, we analyze the φ-features originating on a higher CP-
projection than the rest of the complementizer, following the same proposal in
Carstens (2016).13

(20) [ForceP Force[iφ:_] … [FinP Fin[-li] [TP …]]]

Cº is merged with unvalued, interpretable φ-features. At present, we will sim-
ply stipulate that because these features are interpretable, unvalued features,
they are not valued immediately by Agree. The derivation proceeds until the
v phase head is merged, at which point the subject is merged, and Force is ad-
joined to vP in a movement operation. It is from this adjoined position that the
interpretable, unvalued φ-features of Force probe the subject, and are specified
as sharing its φ-features. On this analysis, Forceº will always agree with the
highest Goal in the vP, namely the subject. Given the morphophonological re-
quirements of Force (i.e. it must undergo morphological merger with a C head),

13 Our thanks goes to Vicki Carstens (p.c.) for invaluable comments and feedback on this analysis.
See Carstens (2016) for a different approach to these same data that (like our approach) seeks
to explain Lubukusu CA under a general analysis of feature valuation (agreement), as opposed
to the anaphoric analysis pursued here.
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the vP-adjoined copy of Force cannot be spelled out, only the lower copy can be
phonologically-realized:

(21) vP

Force°
[φ:*β]

vP

Subject
[φ:β]

…
ForceP

Force°
[φ:*β]
AGR-

FinP

Fin
-li

…

On these grounds, CA in Lubukusu is derived by the very same mechanism
that we find for CA in German: downward-probing Agree. The crucial difference
between CA observed in these two languages is not the mechanism(s) employed,
but rather, the moment of the valuation of these φ-features:

(22) Derivations of CA
• Germanic: φ-features on C are valued via Agree with the embedded

subject
• Lubukusu: φ-features on C are valued via a combination of Internal

Merge + Agree with the matrix subject

The critical component of our analysis, then, can be reduced to this general
principle (which is directly based on R&VW, but generalizes beyond argument
anaphors):

(23) Principle for the Anaphoric Properties of Agreement (PAPA)
Anaphoric φ-features (i.e., interpretable, unvalued φ-features) adjoin to
the edge of vP.

In the case of Lubukusu CA, the anaphoric φ-features of the agreeing comple-
mentizer adjoin to vP and are valued by Agree at this point. A welcome result
of this analysis is that our assertion that Agree always probes downward can be
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upheld. The difference between Bantu and West-Germanic (to speak metaphori-
cally) is that uninterpretable φ-features are impatient, probing their c-command
domain at first-merge, whereas anaphoric φ-features are patient: they do not
probe their c-command domains when merged, but are instead (eventually) ad-
joined to vP and probe from that position.

The principle in (23) is presented as axiomatic, but this raises many important
issues. What exactly is the nature of the interpretation of interpretable, unval-
ued features? Andmore pressing for our current concerns, what evidence is there
that these anaphoric features must raise to the edge of vP, rather than probing
their own c-command domain? Furthermore, it is important to the current dis-
cussion whether the PAPA is in fact axiomatic, or if it can be derived from more
basic principles. We now turn to these questions.

5 Toward an Explanation of the PAPA

After briefly discussing relevant previous work on anaphors in the next subsec-
tion, we engage in 3 levels of argumentation towork ourway back to a discussion
of the PAPA: 1) why syntactic elements move to the vP edge in general, then 2)
why object anaphors specifically move to vP edge, and 3) the extension back to
our concerns, of why anaphors in our particular context (anaphoric features at
CP) move to the vP edge.

5.1 Movement of Anaphors

The idea that reflexives covertly raise to a position local to their antecedents
is a long-standing explanation for anaphoric properties in generative grammar.
Safir (2004), Pica (1987), and Cole, Hermon & Sung (1990) all rely on this kind
of analysis of long-distance anaphors, raising into a local relationship with their
antecedents, and while Reuland (2011) does not argue that self-reflexives univer-
sally raise into their predicate, he does conclude that they do in at least a subset
of cases due to general economy constraints in interpretation.

R&VW propose that complex reflexives adjoin to vP, but they leave open the
question of what motivates movement of self-reflexives to the edge of vP:

It is not clear to us at this point what drives the movement of self-reflexives to the
edge of vP. It might be that this movement is driven by the need for valuation of
unvalued features. Bošković (2007) suggests something along these lines, in that
he argues that the uninterpretable features present on a constituent X may trigger
the movement of X. Alternatively, there is another feature of self-reflexives that
requires satisfaction and that triggers their movement. (R&VW: 106, fn. 14).
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R&VWdo not offer a motivation for this movement, and leave the question for
future research. In general, the notion that the phase is the source of binding do-
mains is implicit in the work of both Reuland (2011) and R&VW, who utilize such
independently motivated locality constraints to derive the properties of binding.
There is also much more work that focuses on the role of phase boundaries as de-
limiting binding domains in a variety of specific construction types (Wurmbrand
2011; Lee-Schoenfeld 2008; Canac-Marquis 2005; Heinat 2006; Hicks 2006; 2009;
Quicoli 2008; Charnavel & Sportiche 2016).

5.2 On movement to the edge of the vP phase

ThePAPA (23) proposes that interpretable, unvalued features move to the edge of
vP: this accounts for the core Lubukusu CA facts, but why do anaphoric features
behave in this way? We believe that this raising of anaphoric φ-features to the
phase edge is a plausible proposal if evaluated in the light of recent work on the
meaning of grammatical categories by Wolfram Hinzen and his collaborators
(Hinzen 2012; Sheehan & Hinzen 2011; Hinzen & Sheehan 2013; Arsenijević &
Hinzen 2012), who claim that phases have both syntactic and semantic properties,
specifically, phases enable reference. In short, we will argue that the anaphoric
features move to the edge of the phase because they have to become referential,
and in order for the vP itself to be capable of referring to an event.

5.2.1 Phases as a unit of semantic significance

Hinzen (2006); Hinzen (2012) and Hinzen & Sheehan (2013) challenge the no-
tion that the semantic ontology and semantic principles are independent of syn-
tax. This abandons the approach developed in a long history of Chomsky’s work
that claims that language is simply a tool to express thought, but that language
and thought are fundamentally distinct (e.g. Chomsky 2000b). Hinzen adopts
a framework that is in fact closely linked with the syntactic architecture of the
Minimalist Program (Chomsky 2000a; 2001; 2008) that claims that the syntactic
derivation proceeds by phase, and each phase must necessarily be legible at the
C-I (Conceptual-Intentional) interface. However, Hinzen contests the traditional
approach and instead claims that grammar is in fact the principle factor that al-
lows for organization of meaning in language. Therefore, “rather than being ‘au-
tonomous’ and merely ‘interfacing’ with the semantic component, … grammar is
a way of carving up semantic spaces” (Hinzen 2012:311). That is to say, grammar
“creates the semantic ontology of language,” such that grammar in fact is mean-
ingful, and meaningful contribution of grammar is reference (Hinzen 2012:311).
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Specifically, the phase is the referential component of grammar, with different
phases referring to different entities—DPs refer to individuals, vPs to events, and
CPs to propositions/truth (Hinzen & Sheehan 2013; Sheehan & Hinzen 2011). A
phase’s semantic contribution is to take the conceptual/predicational content of
the phase (e.g. the concept of dog, or banana) and to enable linguistic reference
to relevant entities. Phases themselves are composed of a phase interior and a
phase edge, as shown in (24), a notion with which syntacticians are now long
familiar (Chomsky 2001 and subsequent work).14

(24) [ EDGE [ INTERIOR ]]

(25) [DP the [NP man ]]

A DP phase, for example, will refer to an object. The interior of a phase is the
descriptive content of the phase and the edge of the phase (head+extended ma-
terial) enables reference. In this sense lexical content cannot refer on its own –
reference is only possible in grammatical contexts.

Lexemes by contrast [to animal calls] not only can be used referentially in the
physical absence of their referent, but are also very incomplete in their meaning.
The word ‘eagle’ by itself does not denote anything in particular: not this eagle
or that, not all eagles or some, not a kind of bird as opposed to another, not the
property of being an eagle, etc. — things that it can denote only once it appears
in the right grammatical configurations. It is also used for purposes of reference
and predication, in addition to being used as a directive for action, and it again
requires a phrasal context, hence grammar, when it is so used. (Hinzen & Sheehan
2013: 42-3).

On this approach, then, linguistic meaning is reference (to objects, events, and
propositions), and reference is determined grammatically, via a syntactic deriva-
tion by phase. For ease of exposition, we will refer to this general framework as
the Phase Reference (PR) model. In one sense the PR model is an inconsequential
shift for syntacticians’ everyday sort of analysis – this does not change the na-
ture of our grammatical architecture much, retaining derivation by phase, Merge,
Agree, and the kinds of functional structure we are familiar with at present. In
another sense, however, the PR model is a dramatic shift, as we suddenly have
incorporated reference—a central semantic notion—into the syntax itself. The
PR model introduces a new range of predictions for a given syntactic analysis

14 The formulation in terms of edge/interior presented here is adopted from Hinzen & Sheehan
(2013).
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(involvement of phase edges in a derivation ought to predict referential conse-
quences for the relevant referent). It also incorporates an additional kind of ex-
planatory mechanism for solving linguistic puzzles, given that the referential
properties of language is now a central aspect of the syntax. Let us look at some
specific examples of how syntax and semantics are intertwined by looking at
Sheehan and Hinzen’s 2011 (henceforth S&H) discussion of the referential possi-
bilities of DPs and CPs, before exploring the consequences for vP structure that
we will rely on in our approach to valuation of anaphoric features.

As for the DP-level, S&H point to Longobardi’s (1994; 2005) proposals regard-
ing the range of interpretations available for DPs, particularly the proposal that
proper names raise to D. Modifying and building on Longobardi’s approach, they
propose that there is a three-fold ontology of DPs in terms of their referential ca-
pabilities:

(26) Referential capabilities of DPs (S&H p.415)

a. Indefinite existential nominal reference

b. Definite descriptions (contextually bound free variables)

c. Proper names (maximally specifically referential, with rigid
reference)

One illustration that they rely on here draws on data from Elbourne (2008):

(27) a. The Pope is usually Italian

b. (Pointing at the Pope) He is usually Italian.

c. #Joseph Aloisius Ratzinger is usually Italian.

Both definite descriptions and pronouns can refer to different individuals (as
specified by context), whereas proper names have much more rigid reference to
a specific individual.

S&H claim that these three sorts of DP reference are syntactically derived,
that is to say, there are syntactic correlates of all three interpretive possibilities.
“When the D-position is empty (there is no determiner and there is no movement
to D), a default existential interpretation is derived, where reference is to an ar-
bitrary instance of the predicate. In short, reference is restricted merely in virtue
of the predicate’s content, or by the interior of the nominal phase” (S&H p.421).
Definite reference, in contrast, involves both the Dº position and the base pred-
icate position, such as an instance of a definite determiner in Dº and the noun
occurring in Nº. In this case, both the phase interior and phase edge determine
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reference” (S&H p.421). Proper names, in contrast, consist of movement from
Nº to Dº with Nº substituting for Dº, such that “reference is unmediated by de-
scriptive content and only the phase edge determines reference,” resulting in the
rigid referential properties of proper names (S&H p.421).15 “Broadly speaking,
then, the three referential possibilities nicely correlate with the three logically
possible ways in which the phase edge and interior can contribute to the deter-
mination of reference: only the phase interior mediates reference, or both the
interior and edge do, or only the edge is involved” (421).

S&H then extend this threefold ontology of phases, correlating the three ref-
erential possibilities of DPs for reference to individuals to a threefold ontology
of reference by CPs to facts. Specifically, they claim that CPs may be indefinite,
representing propositions, definite, yielding facts, or rigid in their reference, de-
noting truth.

(28) Referential capabilities of CPs (S&H p.424)

a. Reference to Propositions: C is empty or underspecified, through a
quantificational operator (optionally null in English), yielding an
indefinite interpretation;

b. Reference to Facts: C is pro-form (obligatorily overt in English) with
a TP-restriction, yielding a referential interpretation;

c. Reference to Truth: C is substituted by V/T overtly or covertly
(covertly in English, overtly in V2 languages), yielding a rigid
interpretation unmediated by a descriptive condition.

S&H correlate these referential possibilities with the various interpretations
of clauses in embedded contexts in particular, discussing non-factive clauses as
indefinite reference, factive clauses as definite reference, and root clauses and
embedded clauses with root clause properties as those with the rigid interpreta-
tions that come from a truth-conditional (i.e. truth-referring) clause.

There are two relevant conclusions for our purposes here—the first is that there
are particular interpretive (referential) properties of phases, and the second that
the syntactic realization of a phase (specifically, the relationship between the
phase-internal material and the phase edge) has specific referential consequences
depending on the phase in question. Sheehan and Hinzen conclude their paper
with the following statement:

15 The proposal of movement of proper names to D is adopted directly from Longobardi (1994;
2005).
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… reference in human language is an ‘edge phenomenon’: it depends on the extent
to which a phase edge is involved in the determination of reference. Themore edge-
heavy the phase becomes (through Determiner or Complementizer phasal heads,
or movement of phase internal material into these positions), the more referential
the phase becomes, giving rise to object reference and fact reference in nominals
and clauses, respectively. (Sheehan & Hinzen 2011: 451)

These proposals are set forth as relevant to all phases (DP nominal reference,
vP event reference, and CP fact reference). To our knowledge they have only
developed in-depth analyses of DP and CP, however, and our discussion here
that extends their ideas to the realm of vP is a new contribution; we adopt their
claim that vPs refer to events, and rely on their connection of movement to the
edge of a phase with increased specificity of reference so that we can motivate
the movement of anaphoric φ-features to the edge of vP.

5.2.2 Toward an ontology of vP structure

Sheehan & Hinzen (2011) and Hinzen & Sheehan (2013) do not extend a detailed
analysis of the reference of phases to vPs. Their comments are mainly restricted
to the notion that vPs refer to events, though Sheehan & Hinzen (2011) do com-
ment that more specific reference with respect to vPs may well have to do with
the boundedness of events (i.e. the aspectual properties of predicates). We de-
velop this idea here in more depth; specifically, we propose that there is also
generally a threefold ontology of vP phases based on the aspectual properties of
predicates, as shown in (29):

(29) Referential capabilities of vPs (to be expanded on below)

a. Existential event reference (e.g. existential/presentational clauses)

b. Atelic events (boundedness of event is addressed but is not rigid)

c. Telic events (maximally specifically reference, with rigid reference to
bounded event)

Here telic events are those where the predicate dictates a specific culmination
point; atelic predicates do not (Beavers (2012) offers a good overview of the rele-
vant issues). Existential clauses, on the other hand, are the most unspecified sort
of event that does not refer to a bounded event at all, but rather a state of exis-
tence. For this ontology to hold in the PR model it should be demonstrable that
telic events show maximal involvement of the edge of the phase in the syntactic
derivation, with atelic events showing less, and existential reference to events
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showing the least involvement of the edge. As we will see, the involvement of
both verbs and objects in vP-based event reference complicates this threefold
ontology, though notably in exactly the ways predicted by the PR model. 16

Perhaps the classic English diagnostic for telicity of predicates is the distinc-
tion in application of in/for modifying PPs, for example in an hour (compatible
with telic predicates) and for an hour (compatible with atelic predicates) (Vendler
1967; Dowty 1979; Thompson 2006; Beavers 2012, among many others).

(30) English (Thompson 2006: 213)

a. Mary ate an apple in an hour/⁇for an hour.

b. Mary walked ⁇in an hour / for an hour.

As noted by a variety of work, verbs alone do not determine the aspectual
properties of a predicate, which are instead determined by the combined verb
phrase material (Verkuyl 1972; 1989; 1993; Verkuy 1999; Pustejovsky 1991; Zagona
1993; Garey 1957; Tenny 1987; 1992; 1994; Krifka 1989; 1998; 1992; Dowty 1991;
Jackendoff 1991; 1996; Travis 2010). For example, bare plurals in English yield
atelic readings of predicates (31b), and objects with quantized reference yield
telic predicates (31d), whereas objects with non-quantized reference yield atelic
predicates (31c).17,18

(31) English (Thompson 2006: 212, Beavers 2012: 24)

a. Mary ate an apple in an hour/⁇for an hour.

b. Mary ate apples ⁇in an hour / for an hour.

c. John drank wine ⁇in an hour / for an hour

d. John drank a glass of wine in an hour/⁇for an hour

16 It is important to note that the proposals here have broad-reaching implications that cannot
possibly be defended sufficiently in this paper, and would take us too far afield of our overall
goals of the exploration of anaphoric feature valuation. But we will provide evidence from
existing work on telicity and aspectual properties of predicates in order to at least show that
the ontology in (29) is well-founded empirically, and shows exactly the kinds of intersections
of syntactic structure and referential results that are predicted by the PR model.

17 And, perhaps unsurprisingly, aspectual inflections (e.g. progressive vs. perfective) also influ-
ence the aspectual interpretation of predicates (Mary has written the book vs. Mary is writing
the book).

18 Likewise, in English paths/goals represented in PPs can influence the interpretation of an event
with respect to telicity, where specific goals of directed motion generate telicity whereas paths
of motion alone do not, showing that it is not only objects that play a role in telicity of events,
though we focus on object properties here (Thompson 2006: 214).
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What we see, then, is that the properties of multiple components of a vP can
influence the aspectual properties of a predicate. Thompson (2006) shows a va-
riety of evidence (including word order of manner adverbs, among others) that
there is movement to the edge of vP, proposing that telicity is produced by check-
ing [bounded] features at an aspect projection. Thompson’s proposal, therefore,
is precisely that movement to the edge of vP correlates with telicity. Rather than
adopt the proposal that this is the result of checking a [bounded] feature, we pro-
pose that this is a direct result of the fundamentals of the PR model –1) phases
are referential, 2) vP phases refer to events, 3) most specific reference to an event
corresponds to telicity, and 4) the general strategy for achieving more specific
reference within a phase is moving to the edge of the phase. Given this gen-
eral PR approach, and following on Sheehan and Hinzen’s (2011) suggestion that
boundedness is the correlate of “referential specificity” with respect to events, a
finding like Thompson’s (that telicity corresponds with enrichment of the phase
edge) is exactly what we would predict. The one new component here that is not
directly suggested in Sheehan and Hinzen’s work is that raising of the DP object
(rather than just the verb) can correlate with higher specificity of reference.

As mentioned above, Sheehan & Hinzen (2011) focus on predicational lexical
heads (N, V) raising to the edge of their phase in instances of more specific ref-
erence. Nothing in their account claims, however, that some other descriptive
content of the phase interior ought not contribute to the ‘greater referential speci-
ficity’ of the phase in question.19 And in fact, Arsenijević & Hinzen (2012) (hence-
forth AH) discussion of the PR model gives reason to think that movement of ei-
ther a verb or the DP object to the edge of the vP phase should in fact be expected
as part of greater specificity of phase reference. AH in particular focus on how
derivation-by-phase generates the specific sorts of recursivity and intensionality
that occur in natural language. They make the argument that all lexical items
begin their syntactic lives as predicates, essentially—that is, as the descriptive
content of some phase, which becomes referential when a phase head is merged
and when descriptive content is raised to the phase edge. Lexical items them-
selves are not predicates or arguments, but rather, ‘predicate’ and ‘argument’
are grammatical notions. The descriptive content of a phase becomes referen-
tial when that phase is complete – the lexical concept man becomes referential

19 One potentially problematic aspect of this proposal is that it may challenge somewhat their
proposal for three-fold ontologies of each phase, which assumes that the predicate is either
in the phase interior or in the edge, but doesn’t directly deal with the idea that a portion of
the phase’s descriptive content could remain in the interior, and a portion raise to the edge.
This doesn’t undermine their account, as much as it potentially makes the available ontologies
more complex than originally predicted, or perhaps even non-discrete.
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when embedded in a DP phase: this man or the old man or even kind-referring
structures likemen. Phases are necessarily ordered, then, as parts of a whole (ob-
jects are participants in events, which are the foundation of propositions when
embedded in a temporal frame).20

As is clear at this point, the interior of a phasemakes up the descriptive content
of the higher phase, such that reference to an external object by a DP necessarily
must be an object that is described by the lexical N and any other descriptive
content (e.g. adjectives or PPs). Likewise, a DP object of a verb is part of the
descriptive content of a VP, essentially forming part of the predicate—the de-
scriptive content—of the vP phase. So in the sentence Linus ate the pretzels it is
the object DP the pretzels and the verb eat that make up the descriptive content
of vP, as they both belong to the phase interior of vP. And as such, raising of
either the object or the verb itself in a vP ought to contribute to the degree of
specificity of reference of the phase being built.

What we see, then, is that specificity of reference of an event is governed
by (at least) two distinct components of events: the lexical predicate itself, and
the arguments of the relevant predicates referring to that event. Specific refer-
ence to an event must necessarily include full specification of the participants
in the event (e.g. a verb and its arguments) in addition to boundedness. Event
Specificity therefore is composed of two distinct but clearly mutually dependent
factors: reference to event participants (a/b below), and reference to bounded-
ness/durativity (aspect) of the event (c).

(32) Degree of Event Specificity is determined by:

a. inclusion of all participants in the event, including

b. the degree of specific reference to those participants, and

c. aspectual distinctions (telicity)

Intuitively this is relatively uncontroversial following on the discussion of
telicity: an event of eating cannot be complete without reference to the agent
and the theme. And given the degree to which objects and PPs are tied into
(a)telic interpretations of predicates, it is clear that specificity of reference to
events includes the properties of the participants in the event. In essence, then,

20 This claim of the PRmodel (that phases induce reference) is also meant to derive the general in-
tensionality of language (Hinzen, Sheehan&Reichard 2014; Arsenijević &Hinzen 2012; Hinzen
& Sheehan 2013). The interpretation of any phrase or constituent—even of a proposition—is
dependent on the grammatical structures it occurs within. This accords with a model where
any phase-internal material makes up the descriptive content of the reference of the phase that
is currently being built, even if part of that phase-internal material is a previous phase.
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vP phases without reference to all the participants of an event are incomplete, a
notion that we build on below.

5.2.3 Anaphora and underspecification of vP events

Recall the PAPA, repeated here as (33):

(33) Principle for Anaphoric Properties of Agreement (PAPA):
Anaphoric φ-features (i.e., interpretable, unvalued φ-features) adjoin to
the edge of vP.

We have claimed that moving the anaphor into the edge of vP provides the
anaphoric feature bundle with a value and hence with a reference (which is in
turn critical for determining the referential properties of the vP, the entire event).

Let us first look at the anaphoric feature set of a reflexive object of a verb: as
proposed previously, they are interpretable, unvalued φ-features. Interpretable,
valued φ-feature sets are usually referential, i.e. they can be linked to an entity
in the discourse. Uninterpretable φ-feature bundles, for instance on Tº or on Cº
in Germanic CA-languages, are not referential. They simply reflect the syntactic
relationship between, in this example, the verb or the complementizer and the
subject. A feature bundle that is unvalued yet interpretable is somewhat of a
paradox: it is interpretable, so it should be referential, yet it is unvalued, so it is
unclear to what entity it refers exactly.

We suggest that the presence of this sort of feature set, i.e. referential features
that are unspecified with respect to their antecedent, renders the reference of a
vP event incomplete, underspecified. Hinzen (2012) and Sheehan &Hinzen (2011)
argue that referentiality is an edge phenomenon. Our proposal is that referential
arguments of an event that do not have a value must necessarily raise to the edge
of vP to be identified, as it were, to become referentially specified. The intuition
here is that underspecified vPs are not capable of referring to events. The solution
to this paradox is to raise the phase-internal material (the descriptive content of
the phase: the anaphoric object here) to the edge of vP, where independent op-
erations (i.e. Agree) allow the φ-features to attain a value. In essence, anaphoric
φ-features (i.e. interpretable unvalued features) are a syntactic element in search
of a referent, and as reference happens at phase edge, anaphoric features raise to
the edge of the phase fromwhich position they are valued, by probing the subject
in its base position in Spec,vP. In short, movement of anaphors is not explained
soley by the needs of the anaphor, but also by the needs of the event-referring
vP that the anaphor is embedded within.
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From their position at the edge, an anaphoric feature bundle is valued by the
syntactic mechanisms generally utilized for feature valuation (Agree), leading to
its anaphoric interpretation (as a referential DP is identified as sharing reference
with the subject in Spec,vP). The event participants as a result are now fully
identified, and the vP can be considered sufficiently referentially specific (i.e. able
to refer to an event in time). The interpretability of anaphoric features plays a role
here, in the sense that uninterpretable features would never enter the calculation
of determining referentiality (either of a DP or consequently of a vP); they are
by definition irrelevant for referentiality and will not participate in this kind of
movement-to-edge.

5.2.4 Movement of Anaphoric φ-features

We are now at the final stage in our discussion toward deriving the PAPA. We
established the properties of vP phases as (degrees of) specific reference to events,
where event specificity depends on two distinct but related notions—telicity and
reference to all event participants—both of which have been previously described
to interact in ways relevant to our proposals here. We then showed how this view
of event reference dovetails with approaches to anaphora, providing a possible
explanation for the movement of anaphors to the edge of vP (as proposed by
R&VW). The PAPA of course extends this proposal to all anaphoric φ-features
(not simply object anaphors), which brings us to the present question: why do
anaphoric φ-features, even when they are not the object arguments of a verb
(and, therefore, not always appearing in the same structural position as objects),
show these same PAPA properties of valuation after movement to the edge of
vP.That is to say, why do anaphoric φ-features behave like anaphors, even when
they aren’t arguments themselves?

In what preceded we built the argument that event completeness is a key
to why anaphors are raised to the edge of vP. That is to say, it is not just that
anaphors need a referent, but also that unvalued anaphoric φ-features lack ref-
erence, and therefore events containing anaphoric feature sets are incomplete,
underspecified events. This leaves us at the following set of conclusions regard-
ing anaphoric φ-features: they are probes, being sets of unvalued features that
will be valued by Agree, but they are not just probes. In a sense they are also an
instruction to the grammar of the event to “become more referential.” Or, better,
to “find a referent,” or more so, “become referentially complete.”21

21 Note that we do not mean to imply that all anaphoric predicates are telic—telicity effects are
much more slippery than this, as being dependent both on the semantic properties of lexical
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The extension we have to make is to claim that interpretable, unvalued φ-
features at the edge of any phase (not just at the edge of DPs) that are accessible to
the higher vP results in that vP being interpreted as referentially incomplete. We
presume that this is because in these instances there is some kind of unresolved
interpretive question in the descriptive content of that vP that is underspecified
(that will therefore make up the descriptive content of the event). In a sense the
movement of anaphoric φ-features to the edge of vP is altruistic movement—the
derivation of an event cannot converge if it is underspecified, and interpretable,
unvalued φ-features are (on their own) not meaningful, that is to say, their ref-
erence is still unsettled as long as they are not directly (derivationally) linked to
the vP phase itself.

6 Supporting Evidence: CA in Kipsigis

Support for this analysis comes from recent work on a similar construction in
Kipsigis, a Nilotic language of Kenya. Kipsigis is a verb-initial language with
canonical VSOword order, butwith relatively flexibleword order after the verb.22

As in Lubukusu, a declarative-embedding complementizer in Kipsigis can agree
with the matrix subject:

(34) Kipsigis (Diercks & Rao 2017:4)
ko-o-mwaa
pst-2pl-say

o-lɛ
2pl-C

ko-Ø-ɾuuja
pst-3-sleep

tuɣa
cows

amut
yesterday

‘You (pl) said that the cows slept yesterday.’

Diercks & Rao refer to this as Subj-CA (CA targeting the subject) for reasons
that will become clear momentarily. Kipsigis Subj-CA generally displays similar
patterns to Lubukusu: agreement is controlled by the matrix subject and not the
embedded subject, matrix non-subjects cannot control the agreement, and only
the most local superordinate subject can control agreement (Rao 2016; Diercks
& Rao 2017). Also, as in Lubukusu, there is a complementizer drawn from the
paradigm of agreeing complementizers that can be used in non-agreeing con-
texts:

verbs as well as on higher aspect. Rather, we mean to say that more specific event reference
is triggered be movement to the edge of the syntactic phase referring to that event (vP), and
that anaphora can be explained by the same movement.

22 Most of the data reported here come from Rao 2016 and Diercks & Rao 2017, data that do not
come from in those works are noted as coming from field notes.
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(35) Kipsigis (Diercks & Rao 2017)
ko-ɑ-mwaa
pst-1sg-say

kɔlɛ
that

ko-ɾuuja
pst.3-sleep

tuɣa
cows

amut
yesterday

‘I said that the cows slept yesterday.’

Kipsigis Subj-CA also carries an interpretive effect as compared to the non-agreeing
complementizer, which Diercks & Rao (2017) analyze as signaling that the propo-
sition denoted in the embedded clause is the main point of the utterance (MPU).

Kipsigis offers several interesting facts that arewell-explained by the anaphoric
agreement analysis offered here (and quite puzzling otherwise). First, comple-
mentizers may overtly raise in the main clause, and second, there is an object-
oriented agreeing morpheme that can also occur on the complementizer that is
mysterious under an approach like that in Diercks 2013, but well-explained under
the approach set forward here. To illustrate the first, we point to a phenomenon
that Kawasha (2007) refers to as “verb ellipsis,” where the matrix verb can be
dropped, with only the complementizer introducing the complement clause.

(36) Luchazi (Kawasha 2007: 186)
Kaha
then

mbati
tortoise

ngweni
COMP1

ange
PRO1sg

nji-na-tav-a
SA1sg-TAM-agree-FV

‘Then the tortoise said, “I agree”.’

Kawasha (2007) notes that this occurs in Chokwe, Luchazi, Lunda, and Luvale;
the same occurs for some Lubukusu speakers and also occurs in Kipsigis. The
verb-initial nature of Kipsigis gives us more insight into what is going on in this
construction. As can be seen in (37), the complementizer may occur in the main
clause, replacing the matrix verb and preceding matrix arguments:23

(37) Kipsigis (Diercks & Rao 2017)
kɔ-lɛ-ndʒin
3-C-2sg.obj

Kiproono
Kiproono

ko-Ø-ɾuuja
pst-3-sleep

tuɣa
cows

amut
yesterday

‘Kiproono told you that the cows slept yesterday.’

Evidence showing the raised C behaves like a verb of sorts when raised, but
not when in its normal position: as is evident in (38), a complementizer in its

23 The main clause verb of speech is homophonous with agreeing complementizer, but the verb
and the complementizer inflect differently for Obj-CA (vs verbal object clitics) so the relevant
agreement paradigms show that in constructions like this the clause-initial element is indeed
the complementizer.
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canonical position cannot be negated (in contrast to main clause verbs), as evi-
denced by (38b) and (38c). But as is shown in (38d), the complementizer can bear
negation when it is functioning as the main verb.

(38) Kipsigis (fieldnotes)

a. maa-mwaa-un
neg.1sg-tell-2sg.obj

ɑ-lɛ-ndʒin
neg.1sg-C-2sg.obj

ko-Ø-ɾuuja
pst-3-sleep

tuɣa
cows

amut
yesterday

‘I didn’t tell you that the cows slept yesterday.’

b. *ko-ɑ-mwaa-un
pst-1sg-tell-2sg.obj

mɑɑ-lɛ-ndʒin
neg.1sg-C-2sg.obj

ko-Ø-ɾuuja
pst-3-sleep

tuɣa
cows

amut
yesterday

‘I didn’t tell you that the cows slept yesterday.’

c. *maa-mwaa-un
neg.1sg-tell-2sg.obj

maa-lɛ-ndʒin
neg.1sg-C-2sg.obj

ko-Ø-ɾuuja
pst-3-sleep

tuɣa
cows

amut
yesterday

‘I didn’t tell you that the cows slept yesterday.’

d. maa-lɛ-ndʒin
neg.1sg-C-2sg.obj

ko-Ø-ɾuuja
pst-3-sleep

tuɣa
cows

amut
yesterday

‘I didn’t tell you that the cows slept yesterday.’

We assume that there is a null verb of speech on Kipsigis that occurs in these
constructions (and other languages with similar constructions). When the com-
plementizer undergoes movement into the main clause, if the main verb is null
it presumably allows for m-merger with the raised complementizer (at the edge
of vP), resulting in the complementizer appearing in the main clause. The de-
tails are not important for our present purposes, however—the fact that agreeing
complementizers can appear overtly in the main clause is strong evidence that
the subject-agreeing complementizers can agree with matrix subjects precisely
because they have raised in to the main clause (as we have proposed above).

A second argument comes from the fact that agreeing complementizers in
Kipsigis may also bear object-oriented agreeing morphemes as well (Obj-CA).

(39) Kipsigis (Diercks & Rao 2017)
ko-i-maa- ɑn
pst-2sg-tell-1sg.obj

i-lɛ- ndʒɑn
2sg-C-1sg

ko-Ø-ɪt
pst-3-arrive

laɣok
children

‘You (sg) DID tell me that the children arrived.’

Obj-CA can only be triggered by matrix objects, not matrix subjects, and it is
‘optional’ in the sense that it is not always present. There is no default form
of Obj-CA; when Obj-CA doesn’t occur the morpheme is simply absent (notably,
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this is different from Subj-CA, which shows default agreement in impersonal con-
structions). And most notably for our point here, Obj-CA can only occur when
Subj-CA is present; Obj-CA is unacceptable on a non-subject-agreeing comple-
mentizer, as shown in (40):

(40) ko-ɑ-mwaa-un
pst-1sg-tell-2sg.obj

ɑ-lɛ-ndʒin/*kɔlɛ-ndʒin
1sg-C-2sg/*C-2sg

ko-Ø-ɪt
pst-3-arrive

tuɣa
cows

amut
yesterday

‘I told you that the cows arrived yesterday.’

These facts raise hard questions—even if the properties of Subj-CA in the lan-
guages that have it can be explained via an anaphoric explanation, to our knowl-
edge there are not any purely object-oriented anaphors. How, then, can Obj-CA
be explained? Diercks & Rao (2017) suggest that this set of facts is consistent with
an analysis that Obj-CA is a clitic-doubling operation (a clitic on the complemen-
tizer doubling the matrix object), whereas Subj-CA is simply an agreement mor-
pheme. But it is completely unclear how a clitic-doubling operation is possible
on a complementizer embedded within a complement clause, unless that comple-
mentizer at some level of the derivation raises to a level higher than the matrix
object (which is precisely what we have suggested in this paper). Notably, Obj-
CA is only possible on complementizers with Subj-CA, which is exactly what
is expected if it is only those complementizers that have raised into the main
clause.

A full exploration of the mechanics of the Kipsigis Obj-CA construction go
beyond the scope of this paper. It should be clear that these two sets of Kipsigis
facts—the possibility of complementizers overtly raising into the main clause,
and Obj-CA patterns—are largely consistent with an analysis where upward-
agreeing complementizers raise into the main clause, and quite difficult to ex-
plain otherwise.

7 Other analyses of Lubukusu CA

In recent work, Carstens (2016) has argued against Diercks’ (2013) analysis that
Lubukusu CA is anaphoric, claiming instead that upward-orientation is a stan-
dard and generalizable property of Agree. She proposes that the ϕ-features on
the Lubukusu C° head are forced to seek valuation higher in the structure be-
cause probing of their own c-command domain has failed. Carstens terms this
process delayed valuation, and posits two different mechanisms by which it may
happen:
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(41) Directionality-Free Mechanics of Delayed Valuation (Carstens 2016: 3)
uF with no match in its c-command domain can be valued:

1. Ex situ, by raising into locality with a matching feature, OR
2. In situ, by the closest matching feature within the same phase

The ex situ valuation is similar to R&VW’s proposal that we utilize here, and
is a version of Boskovic’s (2007b; 2011) proposal where unvalued features of a
moving item drive its movement. The in situ valuation, on the other hand, shares
much conceptually with Bobaljik and Wurmbrand’s (2005) notion of feature val-
uationwithin agreement domains. Carstens uses this notion of delayed valuation
of features to explain a range of feature-valuation operations.

With respect to Lubukusu CA, this is a similar sort of proposal to the one that
we advocate here. The difference boils down to whether this Lubukusu CA is
viewed as anaphoric, and as such bears distinct qualities from non-anaphoric fea-
ture valuation, or whether Lubukusu CA is instead indicative of the general prop-
erties of non-anaphoric feature valuation. Carstens (2016) connects the Lubukusu
CA facts with a broad variety of other feature-valuation facts like Case-valuation,
concluding (like we do here) that there is simply one feature valuation opera-
tion, namely, Agree. In order to explain the upward-orientation of Agree, how-
ever, she adopts a view similar to Béjar & Rezac (2009), namely, that a failure
of downward probing triggers an upward-oriented valuation operation, which
may include either movement or valuation by a higher element within the same
phase. Our analysis, on the other hand, proposes a particular kind of behavior
of unvalued, interpretable feature sets that is connected to anaphoric phenom-
ena; interpretable, unvalued features will move to a phase edge and probe from
that position. Essentially, while both Carstens’ proposal and the one advanced
here maintain that only a single feature-valuation mechanism is necessary in
the syntax, Carstens liberalizes the Agree operation more generally, whereas
we link the movement and valuation to a distinct, derivative kind of feature
valuation—namely, anaphoric feature valuation—which is a composite of two
(already-available) syntactic operations.

What evidence could distinguish these proposals? One relevant area is the
availability of CA in Lubukusu in instances of raising to object, as shown in the
example below:

(42) Lubukusu (Justine Sikuku, pc)
N-enya
1sgS-want

Barack Obama
1Barack.Obama

n-di
1sg-that

a-khil-e.
1S-win-SBJ

‘I want Barack Obama to succeed.’
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If we are to adopt a relatively uncontroversial assumption that the embedded
subject raises to an object-licensing position in the main clause (perhaps AgrO
below vP), the account we propose here explains the non-intervention of the
raised object in the CA relation naturally because the unvalued, interpretable fea-
tures of the complementizer adjoin to vP. However, this example is problematic
for Carstens as on her account upward probing is only the result of the failure
of downward probing. Presumably, however, if the lower clause is permeable
for raising of the object, it should not be a phase and hence should also be per-
meable for probing by the complementizer head. Carstens claims that objects
in RtO constructions like those in (42) (i.e. those that raise across an agreeing
complementizer) are A’-moved into the matrix clause (following Bruening’s 2001
analysis of raising to object), and that the lower clause is indeed a phase in these
instances. We assume, in contrast, that such elements are in fact A-moved, which
is supported by the fact that such objects can participate in standard object mark-
ing constructions (assumed to be an A-relation, as only arguments can be object
marked; Diercks 2011; Sikuku, Diercks & Marlo to appear. The example in (43a)
shows that an RtO object can be object marked, and (43b) shows that a DP object
in an RtO construction may be (clitic-)doubled by an OM.

(43) Lubukusu (Justine Sikuku, pc)

a. E-mu-enya
1sgS.PRS-1OM-want

n-di
1sg-that

a-khile
1S-win-SBJ

‘I want him to succeed.’

b. E-mu-enya
1sgS.PRS-1OM-want

Barack Obama
1Barack.Obama

ndi
1sg-that

a-khile.
1S-win-SBJ

‘I DO want Barack Obama to succeed.’

The availability of object marking objects in RtO contexts argues against an
A’-movement account of raised objects. Rather, this suggests that raising to ob-
ject is in fact A-movement, in which case the embedded CP should not be a phase
boundary and should not cause failure of a downward-oriented probe on Cº, rais-
ing questions for Carstens’ account as towhy the Cº head still is upward-oriented
in its valuation in (43b).

8 Conclusions and Open Questions

Theprimary issuewe sought to explore in this paper waswhether or not a univer-
sal direction of Probing inAgree-relations could be established cross-linguistically.
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Recent proposals have suggested that constructions exist in various languages
exhibiting both upward- and downward-oriented probing of Agree, and others
have suggested that only upward probing exists. This paper makes a broad argu-
ment from a narrow empirical domain—complementizer agreement—considering
the properties of CA in Dutch dialects (Germanic) and Lubukusu (Bantu). Pre-
theoretically, there are clearly both upward- and downward-oriented agreement
patterns; the question becomes what feature valuation mechanisms are neces-
sarily a part of Universal Grammar. In §2 and §3 we demonstrated that these
agreement phenomena cannot reduce to a single, unified syntactic operation (=
Agree); however, in §4 we make the case that this situation does not necessitate
the inclusion of additional grammatical operations to license CA in Lubukusu.
We propose, following Rooryck & Vanden Wyngaerd (2011), that anaphoric rela-
tions such as those found in Lubukusu CA are realized via a composite operation
of Internal Merge + downward-probing Agree. On this account, clearly divergent
agreement relations can be explained using the same feature valuation operation,
with the added component that anaphoric feature bundlesmustmove before they
can be valued (the PAPA = Principle for the Anaphoric Properties of Agreement).

In §5 we proposed a motivation for raising interpretable, unvalued features to
the edge of a phase; this discussion called on recent approaches to the referential
interpretation of phases and the effects on specificity of reference by movement
to the edge of phases.

There remain many questions that we are unable to address in a paper of this
size. For example, while we have specifically claimed that the interpretive effects
of upward-oriented CA are a consequence of the anaphoric feature sets contain-
ing interpretive features, we have not provided a specific outline of how these are
derived.24 And perhaps the largest standing question in our proposals is the issue
of delayed valuation. The PAPA requires that anaphoric φ-features be adjoined
to vP and being valued by the subject in that position, and we have laid out an
extensive line of reasoning based on the PR model of syntax for why this is a
reasonable proposal. But we did not fully explain why Lubukusu φ-features on
C cannot probe their c-command domains from their base positions. A possible
explanationmay arise from the relative economy of doing this valuation at the su-
perordinate vP edge, with the result that there is some sense in which underspec-
ified reference must be resolved at phase edge by the very nature of the syntactic
24 In previous version of this paper we proposed that the interpretation of interpretable, unvalued

φ-features is essentially that of an intensifier, and proposed a way in which intensifiers on CP
might create similar kinds of interpretive effects to Lubukusu CAwhen they arise on a specific
indefinite CP (whose interpretation is generated via choice function). Space does not allow us
to lay those ideas out here.
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architecture of phases (as this is where reference is established/managed; this is
not inconsistent with Chomsky’s 2008 claims about other phi feature valuation).
At present, however, the precise issue of delayed valuation remains among the
standing questions.

Looking forward to future work, there is a clear testable prediction that arises
from this account, which is that anaphoric feature valuation (i.e. instances of
surface downward valuation or apparent upward probing) ought to have in-
terpretive effects, as they are rooted in interpretable, unvalued features. We
showed that this was the case for Lubukusu/Kipsigis vs. Germanic CA, where
Lubukusu/Kipsigis CA influenced interpretation of a sentencewhereas Germanic
CA is simply a case of feature covariance. This prediction is laid out in (44):

(44) Anaphoric Agreement Corollary
Upward-oriented agreement relations will have interpretive effects.

The Anaphoric Agreement Corollary could well explain the tendency of the
Upward Agree theorists to rely on evidence from domains such as negative con-
cord and sequence of tense, whereas the downward Agree theorists tend to focus
on issues of (uninterpretable) phi-feature agreement, though we leave a full eval-
uation of this prediction for future work (cf. Bjorkman and Zeijlstra 2014 and
Preminger 2013).

With respect to the discussion of the directionality of Agree, we conclude that
unvalued features only probe down. This does not deny, however, that there are
instances of feature valuationwhere the valuer is structurally higher than the val-
uee, only that such instances are not instances of ‘pure’ Agree, but instead are
derived by movement followed by Agree. The result, therefore, is broad reaching
in providing support to a feature-valuation analysis of anaphors, in providing
theoretical backstopping to the relatively common proposal that anaphors raise
into their predicate (or into a local relationship with their antecedent) in order
to ensure valuation/co-reference with that antecedent, and also in arguing that
upward probing of Agree is an unnecessary component of the grammar, accom-
plished instead by anaphoric mechanisms that are quite general. The second part
of the paper provides a first proposal for a Phase Reference model of vPs as event
reference and proposed a range of ideas regarding both how this applies in ba-
sic instances, but also how this relevantly explains aspects of the Lubukusu CA
puzzle. Clearly much research remains in all these domains—theories of Agree,
documentation of CA cross-linguistically, and the development of the Phase Ref-
erence model—but the proposals here contribute to our current understanding
of all three.

33



Michael Diercks, Marjo van Koppen & Michael Putnam

Abbreviations

Acknowledgements

The authors would like to express their gratitude to audiences at WCCFL 30 at
UC-Santa Cruz and at the The Minimalist Program: Quo Vadis? – Newborn, Re-
born, or Stillborn? Workshop in Potsdam for their helpful feedback. In particular,
our thanks to Jeff Lidz, Johan Rooryck, Ken Safir, and Susi Wurmbrand for their
comments, and our thanks toMichael Clausen andMeredith Landman at Pomona
College for serving as sounding boards at various times. Our discussions with
Vicki Carstens and her work on this issue have been particularly challenging
and helpful as we have developed this paper. We also thank three anonymous
reviewers from previous publication processes, who posed significant and stim-
ulating challenges to initial versions of this work that have quite significantly
raised the quality of the resulting paper. Support from this project has come
from Pomona College, from a NSF Collaborative Research Grant (Structure and
Tone in Luyia: BCS-1355749) and from tahe NWO-grant (the universality of lin-
guistic variation: 276-89-002). The authors blame each other for any remaining
errors or inconsistencies.

References

Ackema, Peter & Ad Neeleman. 2004. Beyond morphology, interface conditions on
word formations. Oxford: Oxford University Press.

Arsenijević, Boban & Wolfram Hinzen. 2012. On the absence of X-within-X re-
cursion in human grammar. Linguistic Inquiry 43(3). 423–440.

Baker, Mark. 2008. The syntax of agreement and concord. Cambridge: Cambridge
University Press.

Beavers, John. 2012. Lexical Aspect and Multiple IncrementalThemes. In. Telicity,
Change, and State: A Cross-Categorial View of Event Structure. V. Demonte &
L. McNally (eds.). Oxford: Oxford University Press. 23–59.

Béjar, Susana & Milan Rezac. 2009. Cyclic Agree. Linguistic Inquiry 40(1). 35–73.
Bjorkman, Bronwyn & Hedde Zeijlstra. 2014. Upward agree is superior. Ms, Uni-

versity of Toronto and Georg-August University, Göttingen.
Bobaljik, Jonathan & Susi Wurmbrand. 2005. The domain of agreement. Natural

Language & Linguistic Theory 23. 809–865.
Bošković, Z. 2007b. Agree, phases, and intervention effects. Linguistic Analysis

33. 54–96.

34



Agree Probes Down: Anaphoric Feature Valuation and Phase Reference

Bošković, Željko. 2007. On the locality and motivation of Move and Agree: an
even more minimal theory. Linguistic Inquiry 38(4). 589–644.

Bošković, Željko. 2011. The Oxford handbook of linguistic minimalism. In. Cedric
Boeckx (ed.). Oxford: Oxford University Press. Chap. Last Resort with Move
and Agree in derivations and representations, 327–353.

Bruening, Benjamin. 2001. Raising to object and proper movement. Ms, Univer-
sity of Delaware.

Canac-Marquis, R. 2005. Phases and binding of reflexives and pronouns in en-
glish. In Proceedings of the 12th international conference on head-driven phrase
structure grammar. Stanford, Calif.

Carstens, Vicki. 2003. Rethinking complementizer agreement: Agree with a Case-
checked goal. Linguistic Inquiry 34(3). 393–412.

Carstens, Vicki. 2016. Delayed valuation: a reanalysis of “upwards” complemen-
tizer agreement, and the mechanics of Case. Syntax 19(1). lingbuzz/001432, 1–
42.

Charnavel, Isabelle & Dominique Sportiche. 2016. Anaphor binding: what French
inanimate anaphors show. Linguistic Inquiry 47(1). 35–87.

Chomsky, Noam. 1973. Conditions on transformations. In Stephen R. Anderson
& Paul Kiparsky (eds.), A festschrift for Morris Halle, 232–286. New York: Holt,
Reinhart & Winston.

Chomsky, Noam. 1981. Lectures on government and binding. Dordrecht,TheNether-
lands: Foris Publications.

Chomsky, Noam. 2000a. Minimalist inquiries: the framework. In Roger Martin,
David Michaels & Juan Uriagereka (eds.), Step by step: essays on minimalist
syntax in honor of Howard Lasnik, 89–156. MIT Press.

Chomsky, Noam. 2000b. New horizons in the study of language and mind. Cam-
bridge University Press.

Chomsky, Noam. 2001. Derivation by phase. In Michael Kenstowicz (ed.), Ken
Hale: a life in linguistics, 1–52. Cambridge, MA: MIT Press.

Chomsky, Noam. 2008. On phases. In Robert Freidin, Carlos Otero &Maria Luisa
Zubizarreta (eds.), Foundational issues in linguistic theory, 133–166. Cambridge,
MA: MIT Press.

Cole, Peter, Gabriella Hermon & Li-May Sung. 1990. Principles and parameters
of long-distance reflexives. Linguistic Inquiry 21(1). 1–22.

Den Besten, H. 1989. Studies in west germanic syntax. University of Tilburg PhD
thesis.

35



Michael Diercks, Marjo van Koppen & Michael Putnam

Den Besten, Hans. 1983. On the interaction of root transformations and lexical
deletive rules. In W. Abraham (ed.), On the formal syntax of the Westgermania.
Amsterdam, The Netherlands: John Benjamins Publishing Company.

Diercks, Michael. 2010. Agreement with subjects in Lubukusu. Georgetown PhD
thesis.

Diercks, Michael. 2011. The morphosyntax of Lubukusu locative inversion and
the parameterization of Agree. Lingua 5. 702–720.

Diercks, Michael. 2013. Indirect agree in Lubukusu complementizer agreement.
Natural Language and Linguistic Theory 31(2). 357–407.

Diercks, Michael & Meghana Rao. 2017. Upward-oriented complementizer agree-
ment with subjects and objects in Kipsigis. To appear in the proceedings of
ACAL 47.

Doetjes, Jenny. 1997. Quantifiers and selection. The Hague: Holland Academic
Graphics.

Dowty, David. 1991.Thematic proto-roles and argument selection. Language 67(3).
547–619.

Dowty, David R. 1979. Word meaning and Montague grammar. Vol. 7. Dordrecht,
The Netherlands: Kluwer Academic Publishers.

Elbourne, Paul. 2008. Demonstratives as individual concepts. Linguistics and Phi-
losophy 31. 409–466.

Frampton, John & Sam Gutmann. 2000. Agreement is feature sharing. Ms. North-
western University.

Garey, H. 1957. Verbal aspects in French. Language 33. 91–110.
Haegeman, Liliane. 1992. Theory and description in generative syntax. Cambridge:

Cambridge University Press.
Haegeman, Liliane & Marjo van Koppen. 2012. Complementizer agreement and

the relation between Tº and Cº. Linguistic Inquiry 43(3). 441–454.
Halpert, Claire. 2012. Argument licensing and agreement in Zulu. MIT PhD thesis.
Harford Perez, Carolyn. 1985.Aspects of complementation in three Bantu languages.

Madison, WI: University of Wisconsin-Madison PhD thesis.
Heinat, F. 2006. Probes, pronouns, and binding in the minimalist program. Univer-

sity of Lund PhD thesis.
Hicks, Glyn. 2006. The derivation of anaphoric relations. University of York PhD

thesis.
Hicks, Glyn. 2009. The derivation of anaphoric relations. Amsterdam: John Ben-

jamins.
Hinzen, W. 2012. Phases and semantics. In Á. J. Gallego (ed.), Phases: developing

the framework, 309–342. Berlin: Mouton de Gruyter.

36



Agree Probes Down: Anaphoric Feature Valuation and Phase Reference

Hinzen, Wolfram. 2006.Mind design and minimal syntax. Oxford: Oxford Univer-
sity Press.

Hinzen,Wolfram&Michelle Sheehan. 2013.The philosophy of universal grammar.
Oxford University Press.

Hinzen,Wolfram,Michelle Sheehan&Ulrich Reichard. 2014. Intensionality, gram-
mar, and the sententialist hypothesis.Minimalism and beyond: Radicalizing the
interfaces. 315–349.

Hoekstra, J. & L. Marácz. 1989. On the position of inflection in west germanic.
Working papers in Scandinavian syntax 44. 75–88.

Idiatov, Dmitry. 2010. Person-number agreement on clause linking markers in
Mande. Studies in Language 34(4). 832–868.

Jackendoff, Ray. 1991. Parts and boundaries. Cognition 41. 9–45.
Jackendoff, Ray. 1996. The proper treatment of measuring out, telicity, and per-

haps even quantification in english. Natural Language and Linguistic Theory
14(2). 305–354.

Kawasha, Boniface. 2007. Subject-agreeing complementizers and their functions
in Chokwe, Luchazi, Lunda, and Luvale. In Doris Payne & Jaime Peña (eds.),
Selected proceedings of the 37th Annual Conference on African Linguistics, 180–
190. Somerville, MA: Cascadilla Proceedings Project.

Krifka, Manfred. 1989. Nominal Reference, Temporal Constitution and Quantifi-
cation in Event Semantics. In. Semantics and Contextual Expressions. J. van Ben-
them R. Bartsch & P. van Emde Boas (eds.). Dordrecht: Foris Publications. 75–
115.

Krifka, Manfred. 1992. Thematic relations as links between nominal reference. In
Ivan A. Sag & Anna Szabolcsi (eds.), Lexical matters, 29–54. Stanford, Califor-
nia: Center for the Study of Language & Information.

Krifka, Manfred. 1998. The origins of telicity. In Susan Rothstein (ed.), Events and
grammar, 197–236. Dordrecht: Kluwer Academic Publishers.

Lee-Schoenfeld, Vera. 2008. Binding, phases, and locality. Syntax 11(3). 281–298.
Letsholo, Rose & Ken Safir. 2017. Complement clause C-agreement beyond sub-

ject phi-agreement in Ikalanga. Talk given at the ACAL 48 at Indiana Univer-
sity.

Longobardi, Giuseppe. 1994. Reference and proper names. Linguistic Inquiry 25(4).
609–666.

Longobardi, Giuseppe. 2005. Toward a unified theory of reference. Zeitschrift für
Zeitschrift für Sprachwissenschaft 24. 5–44.

Pesetsky, David & Esther Torrego. 2007. The syntax of valuation and the inter-
pretability of features. In Simin Karimi, Vida Samiian & Wendy K. Wilkins

37



Michael Diercks, Marjo van Koppen & Michael Putnam

(eds.), Phrasal and clausal architecture: syntactic derivation and interpretation,
262–294. Amsterdam: John Benjamins Publishing Company.

Pica, Pierre. 1987. On the nature of the reflexivization cycle. In, 483–499. NELS 17.
Amherst.

Polinsky, Maria & Omer Preminger. 2015. Agreement and semantic accord: a spu-
rious unification. Ms, University of Maryland and Harvard University.

Preminger, Omer. 2013. That’s not how you agree: A reply to Zeijlstra. The Lin-
guistic Review 30(3). 491–500.

Pustejovsky, James. 1991. The syntax of event structure. Cognition 41. 47–81.
Putnam, Michael & Marjo van Koppen. 2011. All there is to know about the alls-

construction. Journal of Comparative Germanic Linguistics 14(2). 81–109.
Quicoli, A. Carlos. 2008. Anaphora by phase. Syntax 11(3). 299–329.
Rao, Meghana. 2016. Complementizer agreement in kipsigis. Unpublished under-

graduate thesis, Pomona College.
Reinhart, Tanya & Eric Reuland. 1993. Reflexivity. Linguistic Inquiry 24(4). 657–

720.
Reuland, E. 2005. Binding conditions: how are they derived? In Stefan Müller

(ed.), The proceedings of the 12th international conference on head-driven phrase
structure grammar, 578–593. Stanford, CA: CLSI Publications.

Reuland, Eric. 2011.Anaphora and language design (Linguistic InquiryMonographs).
MIT Press.

Richards, Marc. 2007. On feature inheritance: An argument from the Phase Im-
penetrability Condition. Linguistic Inquiry 38(3). 563–572.

Rooryck, Johan & Guido Vanden Wyngaerd. 2011. Dissolving binding theory. Ox-
ford: Oxford University Press.

Safir, K. 2004. The syntax of anaphora. Oxford: Oxford University Press.
Sheehan, Michelle &Wolfram Hinzen. 2011. Moving towards the edge. Linguistic
Analysis 37(3-4). 405–458.

Shlonsky, Ur. 1994. Agreement in Comp. The Linguistic Review 11(3-4). 351–376.
Sikuku, Justine, Michael Diercks &Michael Marlo. to appear. Pragmatic effects of

clitic doubling: two kinds of object markers in Lubukusu. Linguistic Variation.
Tenny, Carol. 1987. Grammaticalizing aspect and affectedness. MIT PhD thesis.
Tenny, Carol. 1992. The apsectual interface hypothesis. In Ivan A. Sag & Anna

Szabolcsi (eds.), Lexicalmatters, 1–28. Stanford, California: Center for the Study
of Language & Information.

Tenny, Carol. 1994. Aspectual roles and the syntax-semantic interface. Dordrecht:
Kluwer.

38



Agree Probes Down: Anaphoric Feature Valuation and Phase Reference

Thompson, Ellen. 2006. The structure of bounded events. Linguistic Inquiry 37(2).
211–228.

Torrence, Harold. 2016. Subject oriented complementizer agreement in Ibibio.
Talk given at the 47th Annual Conference on African Linguistics at the Uni-
versity of California, Berkeley.

Travis, Lisa deMena. 2010. Inner aspect: the articulation of vp. Dordrecht: Springer.
van der Wal, Jenneke. 2013. Parameterising Case: Other evidence from bantu. In.

Presentation at the 5th International Conference on Bantu Languages. Paris.
van Koppen, Marjo. 2005. One probe – two goals: Aspects of agreement in Dutch

dialects. University of Leiden LOT-publications 105.
van Koppen, Marjo. to appear. Complementizer agreement. To appear in the

Blackwell-Wiley Companion to Syntax.
Vendler, Zeno. 1967. Linguistics in philosophy. Ithaca: Cornell University Press.
Verkuy. 1999. Aspectual issues: studies on time and quantity. Stanford, Calif.: CSLI

Publications.
Verkuyl, Henk. 1972.On the compositional nature of the aspects. Dordrecht: Reidel.
Verkuyl, Henk. 1989. Aspectual classes and aspectual composition. Linguistics
and Philosophy 12. 39–94.

Verkuyl, Henk. 1993. A theory of aspectuality: the interaction between temporal
and atemporal structure. Cambridge: Cambridge University Press.

Wasike, Aggrey. 2007.The left periphery, wh-in-situ andA-barmovement in Lubukusu
and other Bantu languages. Cornell University PhD thesis.

Watanabe, Akira. 2000. Feature copying and binding: Evidence from complemen-
tizer agreement and switch reference. Syntax 3(3). 159–181.

Wurmbrand, Susi. 2011. Reverse Agree. Unpublished Ms., UConn.
Zagona, Karen. 1993. Spanish adjectival secondary predicates, time adverbs and

subvent structure. Cuadernos de Linguística 1. 317–354. Instituto Universitario
Ortega y Gasset, Madrid.

Zeijlstra, Hedde. 2012.There is only one way to agree.The Linguistic Review 29(3).
491–539.

Zwart, C. Jan-Wouter. 1993. Dutch syntax: A Minimalist approach. University of
Groningen PhD thesis.

Zwart, C. Jan-Wouter. 1997. Morphosyntax of verb movement: A Minimalist ap-
proach to the syntax of Dutch. Dordrecht: Kluwer Academic Publishers.

39


	Agree Probes Down: Anaphoric Feature Valuation and Phase Reference Michael Diercks, Marjo van Koppen & Michael Putnam 
	1 Introduction
	2 Germanic CA: Agree probing down
	3 Lubukusu CA: Agree probing up?
	4 Anaphoric vs. non-anaphoric feature valuation
	4.1 Setting the stage for the analysis
	4.2 Deriving Lubukusu CA
	4.2.1 Step 1: Reducing anaphoric relations to Agree
	4.2.2 Step 2: The interpretative effects of CA in Lubukusu vs. CA in Germanic
	4.2.3 Step 3: Deriving Lubukusu Complementizer Agreement


	5 Toward an Explanation of the PAPA
	5.1 Movement of Anaphors
	5.2 On movement to the edge of the vP phase
	5.2.1 Phases as a unit of semantic significance
	5.2.2 Toward an ontology of vP structure
	5.2.3 Anaphora and underspecification of vP events
	5.2.4 Movement of Anaphoric φ-features


	6 Supporting Evidence: CA in Kipsigis
	7 Other analyses of Lubukusu CA
	8 Conclusions and Open Questions


