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Preface

This volume derives from the special conference session entitled "The Lexical
Basis of sentence Processing: Formal and computational Issues," held in con-

iunction with the 1lth Annual CUNY Conference on Human Sentence pro-

cessing, March 19-21, 1998. The special session higtrlighted talks and posters
on current theories of the lexicon from the perspective of its use in sentence
understanding. Lexical influences on processing are currently a major focus
of attention in psycholinguistic studies of sentence comprehension; however,
much of the work remains isolated from the vast amount of scientific activity
on the topic of the lexicon in other subdisciplines. In organising the special
session, we felt that the time was ripe to bring together researchers from these
different perspectives to exchange ideas and information that can help to in-
form each others'work. Participants included a multi-disciplinary slate from
theoretical linguistics, computational linguistics, and psycholinguistics, repre-
senting various theoretical framework within each of these disciplines. The
special session was quite successful with about 250 registrants, many of whom
do not belong to the usual CUNY crowd.

A primary motivation for the special session was that a focus of attention
on the lexicon has the potential to bring the structural and probabilistic ap-
proaches to sentence processing closer together. To gain a deeper understand-
ing of the lexicon and its impact on processing, we need to elaborate both
the structure and the probabilistic content of lexical representations, which
together influence sentence interpretation. These questions bring up general
issues in the architecture of the mind, and meet up with work in computer
science, linguistics, and philosophy on the relation between conceptual knowl-
edge, grammatical knowledge, and statistical knowledge.

The contents of this volume reflect this range of issues from various per-
spectives in the multidisciplinary study of the lexicon in language processing. A
selection of the contributors to the special session were invited to prepare writ-
ten versions of their presentations to be included in the volume. The prepara-
tion of the final version of the papers was assisted by very careful and detailed
multiple peer reviewing. Very few of the reviewers were also contributors to
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Reduced relatives judged hard require
constraint-based analyses

Hana Filip*, Michael K. Thnenhaus+*, Gregory N. Carlson*,
Paul D. Allopenna+ and Joshua Blatt+l
University of Rochester

we take as our point of departure stevenson and Merlo's (1997) observation
that the differences i' the processing difficulty of sentences with reduced
relative clauses (RRs) are strongly determined by the inherent lexical
semantic class of the verbs used as passive participles in RRs: namely, the
unaccusative vs. unergative class. our main claim is that among the linguistic
variables responsible for the relevant differences a crucial role is playect by
sema'tic variables, rather than just category-level syntactic complexity
and/or complexity associated with word-internal lexical structure of verbs
(see Hale and Keyser, 1993). First, we observe a considerable overlap in the
distributions of acceptability judgments between sentences with RRs based
on unaccusative verbs and those based on unergative verbs, and even nrore
importantly, clear gradient effects with respect to acceptability judgments for
both types of sentences that are influenced by the lexical semantics of the
main verb in the matrix clause. Second, such data can be successfully
motivated, if we characterize the crucial unaccusative-unergative distinction
in terms of thematic proto-Role properties (Dowty, lggg, lggl). Third, the
linguistic analysis is consistent with recent constraint-based grammars, most
'otably HPSG, and our co'straint_based model that uses the
integration-competition architecture developed by spivey (1996) and appliecl
to reduced relarives by McRae et al. (199g) and Spivey and Tanenhaus ( 199g).

1. Introduction

Beginning with Bever's (1970) classic article, sentences with reduced relative
clauses, such as The horse raced past the barn fell, have served as an important
empirical testing ground for evaluating moders of sentence processing. Bever
observed that sentences with reduced relative clauses are difficult to under_
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stanrl, with p('()ple often judging the sentences to be unacceptable, because

tlrey init ially assunle that the 
'NP V PP' sequence is a main clause. In subse-

,.1trent dccatlcs one of the central controversies revolved around the question of

rvlrether stlur:trrral cor-nplexity plays a prirnary causal role in processing diffi-

crrlty clf sentcrrces with reduced relative clauses, and other sentences with tem-

l)()rary arrrhirirrit ies. I ior exanrple, in recent constraint-based models, the diff i-

r ulty o[ retlucctl relative clauses is argued to arise from an interaction of mul-

tiple corrstrrirrts, lnany of which are lexically-based (e.g., MacDonald, Pearl-

rrrrrtter arr<l St' i t lerrberg, 1994; lbnenhaus and Trueswell, 1995; Boland, 1997),

I'rrt which d,' 111;1 irrclude any factors directly attributable to intrinsic ease or

tl i l f iculty ol 'p11r6qsci11g syntactic structures. lmportant empirical evidence in

srrpport of < orrstraint-lrased approaches has come from gradient effects in the

I'rocessirrlt r l i lJiculty of reduced relatives. For example, The eggs cooked in butter

I'tsterl dalit irtrr.s is clearly much easier to process Ihan The horse raced past the

lnru .fell. lrr corrstrast to rnced, cooked is much more often used transitively, it

is rrr<rre fr-ctlucntly used as a passive, and eggs is a very poor Agent, but a very

g,o<lcl'l'herne , in a cooking event. Due to such constraints the active intransitive

reatf ing r>f 
'l'ltc 

cggs cooked with butter.. . is less likely and the passive participle

rcaclirrg rnorc lil<ely. Gradient effects in processing difficulty for reduced relative

r'lauses lrave becn successfully modeled using computational implementations

ol-nrultiple constraint models (McRae, Spivey-Knowlton and Tanenhaus, 1998;

l ip ivey ancl  
' lar rcnhaus,  

1998).

Ilecerrtly, Stevenson and Merlo (1997) made the important observation

tlrat the pnrcessing difliculty of sentences with reduced relative clauses is

strongly rlclcrrnined by the inherent lexical class of the verbs used as passive

I' irrt iciplcs irr leducecl relatives. Sentences with reduced relatives headed by pas-

sivc participl,:s tlet'ive<l frorn unergative2 verbs are "all mostly or completely

urracce ptalrlc" (p. 355). In particular, manner of motion verbs "lead to a severe

li irrclerr lr i l th in tlre l{R construction" (p. 353), as is shown in Stevenson and

lvlerlo's (p. l! '  j) exarnples, here repeated in (1). In contrast, "unaccusative RRs

;t r.e all cott rl ' lclcly acceptable or only slightly degraded" (P. 355). Stevenson and

Merlo's cxarrrples are repeated here in (2):

( l) ir. 
' l ' lre 

clipper sailed to Portugal carried a crew of eight.

b. 
'l'lre 

troops rnarched across the fields all day resented the general.

c. 
'l'he 

nrodel planet rotated on the metal axis fell offthe stanc.

tl. 
'l'lre 

dog walked in the park was having a good time.

(2) a. 'l'[re rvitch rnelted in the Wizard of Oz was played by a famous actress.

b. 
'l'lre genes mutatetl in the experiment were used in a vaccine.

Reduced relatives judged hard require constraint-based analyses 2\

c. The oil poured across the road made driving treacherous.
d. The picture rotated 90 degrees was easy to print.

stevenson and Merlo propose that the unergative/unaccusative clifference can
be explained using Hale and Keyser's (r9g3) syntax-in-rhe-rexicon model,
couched within Government and Binding Theory in which important aspects
of lexical-conceptual structure are mirrored by syntactic structures within the
lexicon. unergative verbs are syntactically characterized (among other things)
by having an external argument, but no direct internul u.gu--"nt, while un-
accusative verbs have no external argument, and a direct inon-clausat, non_
PP) internal argument. Due to such lexical properties, transitive and pas-
sive structures, including those in reduced relative clauses, which are derived
from inherently unergative verbs are significantly more complex than those
derived from unaccusative verbs "in terms of number of ,rod., u.ra ,rrrr_
ber of binding relations, and in having the embedded comprement structure,,
(stevenson and Merlo, 1997:364). when these linguistic assumptions are im-
plemented in Stevenson's (r994a, b) competitive attachment parser, a kind
of symbolic/connectionist hybrid, it turns out that the parser cannot activate
the structure needed for a grammatical analysis of reduced relatives headed
by passive participles with unergative verbs, "because of its limited ability to
project empty nodes and to bind them in the structure" (Stevenson and Merlo,
1997:397). Hence, the parser is viewed as confirming the earlier judgment data,
namely that there are "sharp distinctions between unergative RR llauses and
RR clauses with other verbs" (p. 396).

In contrast to previous structural theories which attribute the difficulty
of reduced relatives solely to category-level syntactic complexity differences,
stevenson and Merlo propose that rexical constraints pray a central role in
determining the processing difficulty of reduced relative clauses. However. in
contrast to constraint-based models, they argue that differences among crasses
of lexical items are due to differences in structural complexity associated with
their lexical structures. They argue that reduced relatives with participles based
on unergative verbs are uniformly difficult to process, regardless of factors such
as frequency and plausibility, that is, "structural compiexity alone can cause
failure to interpret a sentence, even when all other factors would help its correct
interpretation" (Stevenson and Merlo, 1997:392).

If correct' Stevenson and Merro's claims would have a number of impor-
tant implications for theories of sentence processing. First, they would provide
the clearest evidence to date for structural complexity effects in sentence pro-
cessing, due to the internal syntactic structure of words, thus helping to resolve
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a lolrg-starrdilrg cotrtroversyin the freld. Second, since there are both syntac-

lic and serrrarrl it, l  asPects of the unergativelunaccusative distinction, Stevenson

alr,l Melkr's rcstrlls rvottlcl strongly support an approach in which syntactic cor-

rcl;rlcs of scrrlrrrt ic distinctions play the primary causal role in accounting for

va l i;rt ion in processi rtgl diff iculty.

ln this r'lrirplql rve evaluate Stevenson and Merlo's claims in light of ad-

<lit i ,rnal crnpirical data and modeling within a constraint-based framework.

Sc,. tion 2 prcserrts the results of a questionnaire study which replicates Steven-

son irncl Merlris fincling that reduced relatives with passive participles derived

frorn uncrgat ive verbs are, as a class, more difficult than reduced relatives with

passive participles based on uuaccusative verbs. However, the results also show

that there is a consitlerable overlap in the distributions of acceptability judg-

nrents atrtl 1'rrrrsing difliculty, as would be expected on a constraint-based ac-

count. Sectiotr 3 shorvs that the processing difficulty that is due to the unerga-

tivc/unaccusativc difference falls out of a computational implementation of a

corrstraint-lrasctl model, using only those constraints that recent constraint-

b;rsccl tlteorists ltirve clailned account for processing differences among reduced

rclativcs (Macl)onalcl et al., 1994; Thnenhaus and Trueswell, 1995). Thus the

utrcrgative/rrtact:ttsative difference does not require appeal to structural com-

plcxity differelrces. In section 4, we argue that a semantic approach based on

tltclnatic roles presents a promising alternative to the syntax-in-the-lexicon

apgrroach. 
'l'lrc tlrentatic properties, which characterize the two fuzzy cluster

c()n('epls Proto-Agerrt ancl Proto-Patient (Dowty, 1988, 1991), can account for

a y,rcat deal ol'pr'ocessing differences between sentences with reduced relative

cl:rrrses [irserl otr tutergative verbs, on the one hand, and On unaccusative verbs,

qrr thc ollrer lrarrd. One advantage of this novel way of looking at the garden-

p;rtlr phcrrorrcrrorr is that it allows us to understand the similarit ies between

[lrr.st. two lypcs of sentences in exhibiting clear gradient effects with respect

kr acceptabil ity jtrcignrents and parsing diff iculty that are influenced by the

lcxit.al sernanlics of the mair.r verb in the matrix clause. The influence of the

rrr;rirr pretl icirlr: i tr a sentence on the magnitude of the garden-path effect has so

firl y.onc rrrrrrolicecl anel it is problematic for structure-based accounts that as-

srrn'e cilhcr < irtcgory-level syntactic complexity and/or complexity associated

willr word-irrlerttal lexical structure of verbs. We also show that a constraint-

birs"d apl rcluch irrcorprorating these semantic notions can be naturally embed-

dcrl withiu rccenl collstraint-based approaches to grammatical representation'

Wc conclucle by tlescribing a rating study that shows the effect of the main verb

on the processirrg difficulty of whole sentences with reduced relative clauses, as

is predictcd by rttrr l inguistic analysis.

Reduced relatives judged hard require constraint-based analyses 259

2. Gradient effects

we observed that sentences with reduced relatives based on unergative verbs,
including manner of motion of verbs, manifest a considerable degree of vari-
ability in acceptability, and, in fact, perfectly acceptable sentences of this type
are easy to find. Examples are given in (3). At the same time, some reduced
relatives with unaccusative verbs are relatively hard, such as those in (4).

(3) a. The victims rushed to the emergency room died shortly after arrival.
b. The pig rolled in the mud was very huppy.
c. The Great Dane walked in the park was wearing a choke collar.
d. The prisoners paraded past the mob were later executed.a

(4) a. The theatre darkened for the movie frightened some preschoolers.
b. The Klingon disintegrated during the battle had launched a rocket.
c. The solution crystallized in the oven burned a hole into the petri dish.
d. The plaster hardened in the oven cracked with loud popping sounds.

In a questionnaire study we had twenty-four University of Rochester under-
graduates recruited in introductory courses use a five point scale (l = very
easy, 5 = very difficult) to rate the difficulty of a mix of sentences that included
reduced relative clauses with inherently unaccusative and unergative verbs, as
well as transitive and passive main clause sentences using the same verbs. The
full set of materials used in the rating studies are available by request from ei-
ther of the first two authors. Table I presents the mean ratings. There was a
significant effect of construction type, Fl(1,23)=62.00, p<.01; F2(2,32)=82.O2,
p<.01. Reduced relatives were significantly harder than passives or transitives,
regardless of verb type (all planned comparisons were significant at p<.01). We
replicated Stevenson and Merlo's finding that sentences with reduced relatives
headed by passive participles based on unergative verbs are harder to process
than sentences with reduced relatives headed by participles derived from un-
accusative verbs. For reduced relatives with passive participles derived from
unaccusative verbs, the mean was 2.95; and for those with unergative verbs,
the mean was 3.45. This difference was reliable in the analysis by subjects,
F(1,23)=5.51, p<.05. However, there was substantial overlap in the distribu-
tions, and in fact the difference between the unaccusatives and unergatives was
only marginally reliable in an item analysis, F(1,32;=3.15, p=.085. Four of the
eighteen unergative verbs used as passive participles in reduced relatives were
rated as yielding sentences with reduced relatives judged easier than the mean
rating for sentences with reduced relatives based on unaccusative verbs. The
sentences with these verbs are in (3) above. ln addition, some sentences with
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re (luce(l r-elat ives headed lry passive participles derived from unaccusative verbs

\vcre rate(l as nl()r'e clifficult than the mean rating for sentences with unergative-

basecl rcclucc<l lelatives (3.45). Six of the sixteen unaccusative verbs fell into this

cntegory, inc:lnclirrg the sentences in (4).

fb surnrrrarize, the ratings showed that sentenceswith unergative-based re-

tlrrcecl relativcs \vere on the whole more difficult to process than sentences with

rrrraccusrlivr. 'heserl recluced relatives, but also that there was a considerable

rlt'grcc of'ovcrlap between these two types of sentenceswith respect to the pro-

cessing dil l i<'rrlty. ' l 'he overlap in the distributions and the continuum of diff i-

culty is pr oltlt'nrrrlic l'or an account in which the inherent structural complexity

oI nner11:rtivt' vo bs preclicts "sharp distinctions between unergative RR clauses

autl l l l l  cfarrscs rvith other verbs" (Stevenson and Merlo, 1997:396). They do

rrot, holvcvcr', 1rr.,rvi<le definitive evidence against such a proposal, however, be-

ciruse nleasurt'rncrrt el'ror or other differences among materials could lead to

ovcrlaf in tlrc t l irta even if the underlying distributions did not overlap.

j. A consl rairrt-trasecl model

We irnplernctrtetl a constraint-based model using the integration-competition

arcfiitccture tleveloped by Michael Spivey and applied to reduced relatives by

McRae e t al. ( 1998) ancl Spivey and Thnenhaus ( 1998). In this model alterna-

tive syntactic slrLrctrlres cornpete within a probability space with multiple con-

slraints prrovidirrg probabilistic evidence for the alternatives. This model is not

a firlly ilrrplerncntctl parser; rather, it is an architecture for predicting the diffi-

culty of arnbiguity resolution using principles common to constraint-based ap-

prrraches. 
'l'he qrrestion we addressed was whether an unergative/unaccusative

Class

O Urracr:rrsatives

A [JnFrqatives

Trans Pass
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Figure l. The Integration and competition model used in the current simulations.
Each vertical rectangle represents the input ofa particular constraint. The horizontal
rectangal represents the output of the model at any point in time for the three inte-
gration nodes for the embedded clause: the active transitive, active intransitive and
passive in a reduced relative. Constraints for tense, voice, transitivity and thematic fit
were introduced at the embedded verb. The PP constraint was introduced after the
model completed rycles (i.e., until the dynamic criterion was reached) for each input
at the embedded phrase. Similarly, the main verb constraint was introduced after pro-
cessing was completed for the PP, The weights shown are those that were used when a
constraint was first introduced, i.e., before normalization at the next input.

difference would fall out of such a model using just those constraints that have
been previously identified in the constraint-based literature.

Figure I presents a schematic representation of the model. In the model,
three constructions competed, beginning with the first verb in a sentence with
a reduced relative clause: NP V(-ed) PP V. The constructions were: active tran-
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sitive, active irrlr irttsit ive, and passive in a reduced relative. The full passive was

ruletl out- at the -rrl verb form because of the absence of a preceding copula,

an, l  thus \ \ 'as l rot  inc l t tc led.

J'|e conslrairrts used were those identified by MacDonald and colleagues

(e.g., MircDr)nirl( l et al. (199a)) and by Tanenhaus and his colleagues (e.g.,
'[hncnhaus anrl 

'l-t-tteswell, 
1995). The followingfour constraints came into play

at tlre ,erl verb firrtn: ( | ) The frequency with which a verb was used transitively

or intransitivcly; (2) the frequenry with which it was used in tensed vs. tense-

less constnrctions; (3) the frequency with which the -ed verb form was used

in rhe passive and aclive voice, and (4) the plausibility with which the first NP

could fugcti1rtr as sttt)ject of an active transitive, subject of an intransitive, and

subject of a prrssive ("thernatic fit"). An additional frequency constraint came

into play at lhe I'l), atrcl another at the main verb.

In the intcgration-cotnpetition model, each constraint provides probabilis-

tic: strpport for the sytrtactic alternatives. The normalized bias on the constraint

is rrrrrltipliecl hy the weight assigned to the constraint. The weights of all the

corrstraiuts applyl"* at a given input are normalized so that they sum to 1.0.
' l ' lrr. rnotlcl rvor l ls iu tlrree steps. First the biases are multiplied by the weights to

delt.r nrine l lrc cvirleltce (activation) each provides in support of the competing

irrtr.rplelatiorr (irrteglation) nodes. Activations are summed at each integra-

tiorr rrotlc. Scr,rrrtl, feedtrack to the constraints is provided by multiplying the

prolrx[ri l i ly ol 'crrlr integration node byits weight and adding that value to its

prr.vious l l ias. 
' l  

lr inl, the biases for each constraint are then renormalized. The

rrr,,, lcl conti lrncs cycling unti l a designated criterion; the criterion is lowered

alter each cycle. (lr0r cletails, see McRae et al., 1998; spivey and Tanenhaus,

l9,r[].) Wlrerr lhe criteriolr is reached, the model moves onto the next region

q[ t lrc text, in t lr is case the PP. The new constraint provided at the PR namely,

strorrg evi<lerrce f<rr either an intransitive or a passiYe' was assigned a weight

of 1.0, follorvirrg the procedure used in McRae et al. (1998). All of the weights

lvert- tfiep relorrrraliz.ed, resulting in a weight of .5 for the PP and '125 for

tense, voice, tlretnatic fit antl transitivity. The same procedure for normalizing

weights was firll<xved whetr the model moved on to the main verb'

IJecause rve tlicl 6qt have an independently motivated way of setting the

weiglrts glt the lirur constraints at the -ed verb form, we assigned each an

equal weiglrt ol'.25. Biases for transitiviry tense, and voice were determined

flrrtrr c<tr'pus irrrall'ses using the ACLiDCI corPus' comprising the Brown cor-

pus rrrcl 64 rrrilliorr rvortls of the Wall Street Journal that were kindly provided

to us lry Paola N4erlo ancl Suzanne Stevenson. The biases for thematic fit were

{etr:r.urinetl lry typicality ratings collected using the procedure developed by
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McRae and colleagues (cf. McRae et al., 1998). Ratings were collected using a

five point scale. Questions we used are here exemplified using the verb melt as

an example: 
'How 

common is it for ice to melt someone or something?' (Ac-

tive Transitive),'How common is it for ice to melt?' (Active intransitive),'How

common is it for ice to be melted by someone or something?' (Passive in RR).

We tested the model on six unergative verbs, danced, raced, paraded, rushed,

mqrched, hurried, and on four unaccusative verbs, dissolved, cracked, hardened

and melted. This small subset of verbs represents those for which we had cor-

pus counts, difficulty ratings and ratings for thematic fit. Table 2 presents the

biases used in the model for each of the four constraints that applied at tbe -ed

verb form.

Table 2.

Word Constraint Bias
Transitive lntransitive

Cracked

RR

Danced

Dissolved

Hardened

Hurried

Marched

Tense
Thematic Fit
Transitivity
Voice

Tense
Thematic Fit
Transitivity
Voice

Tense
Thematic Fit
Transitivity
Voice

Tense
Thematic Fit
Tiansitivity
Voice
Tense
Thematic Fit
Transitivity
Voice

Tense
Thematic Fit
Transitivity
Voice

Tense

0.31
0 .12
0.37
0.41

0.40
0.2r
0 .15
0.43

0. l6
0 .17
0.50
o.2 l

0.05
0.21
0.43
o.23
0.32
0.3 t
0.39
0.34

0.45
0.22
0.06
0.49

0 .15

0.31
0.38
0.45
0.41

040
0.s6
0.77
0.43

0 .16
0.43
0.25
o.2 l

0.05
0.49
0.36
o.23
0.32
0.35
0.42
o.34

0.45
0.43
0.91
0.49

0.  l5

0.38
0.50
0 .18
0 .19

0.21
o.24
0.08
0.  l4

0.68
0.41
0.25
0.58

0.91
0.30
0.21
0.55
0.37
0.34
0.  l9
0.31

0.09
0.35
0.03
0.01

0.71

I
i

I

Melted



t4 I h r r ; r  I ; i l i l ' c l  ; r l Reduced relatives judged hard requirc constraint-based analyses 2,65

tests two-tailed. The model also correctly predicted some gradient effects. For
example, the reduced relative beginning with The witch melted.. . was correctly
predicted to be harder than the reduced relative beginning with The jewelry
melted... . In addition, the reduced relative with paraded was predicted to be
easier than the reduced relatives vnth danced, raced or marched. However. The
victims rushed to the hospital died was incorrectly predicted to be quite difficult
even though it was rated as fairly easy by subjects.

It is important to note that the model we presented is incomplete in im-
portant ways. There are constraints that are not included and as a result the
model generally overestimates the availability of the reduced relative analy-
sis. Moreover, we were working with only a few verbs for which we had data.
Nonetheless, it is clear that the processing distinction between reduced relatives
headed by passive participles derived from unergatives and unaccusatives falls
out of a small set of constraints, primarily verb-based frequencies, that have
been independently argued for by proponents of constraint-based models.

In the light of the results we reached so far, a proponent of the syntax-in-
the-lexicon approach might appeal to two types of counterarguments. The first
might be that frequencies reflect the unergative/unaccusative distinction; how-
ever, the structural complexity associated with the lexical structures of these
two classes of verbs results in those frequencies and actually plays the causal
role (but cf. MacDonald, 1997). The second argument is that the syntax-in-
the-lexicon approach implemented in stevenson's parser is superior because it
presupposes a full-fledged linguistic theory, namely, Government and Binding
Theory, whereas the constraint-based approach is not supported by indepen-
dent Iinguistic assumptions in a similar way. In the next two sections we ad-
dress these issues in turn. First, we explore and motivate the claim that among
the linguistic variables responsible for the processing distinction a crucial role
is played by semantic variables, rather than just syntactic variables. Second,
we show that the ideas implemented within our simple model are broadly
consistent with recent constraint-based grammars, most notably HPSG.

4. The linguistic basis of unaccusative/unergative distinction
in processing

Our primary observation, and one that has so far gone unnoticed, is that both
types of sentences with reduced relatives exhibit similar gradient effects in ac-
ceptability judgments that are crucially influenced by the lexical semantics of
the main verb in a matrix clause. To put it in the simplest terms, the fewer

' l h l r l c  2 .  (cor r t i t r t t t r l )

W<rlrl (  onst t 'a i r r t

Voice
' l  

i ' r rse
' f l renrat ic  

Fi t

l t ans i t i v i t y

Vr ice
' l  

t ' r rse
' l 'hernat ic  

Fi t

\ i  r ice

' l  i ' rrsc

' l i  ans i t i v i t y
\/oice

Bias

Transitive

' l  l r c r r r a t i c  F i t  0 . 1 6
' l i  rrr isi t ivi ty 0.34

lntransitive RR

l iarrsit ivi ty 0.30
0 . 3 I

0.50

0.53
o . t7
0.44

0.71
0.33 I
0 .17
0.44

0.s0
0.46
0 .15
0.39

0.01
0.45
0.02 I
0.01

0.20
0.41
0.07 ,

0 . t 2  i

0 .28

0 . t5
0.35
0.34
0.28
( r ' r <

0.26

0.31
Q.49

0.28
0 .15
o.32
0.49
0.28

$.25
0.28
0.55
0 .31

0.50
0.45
0.93
0.50

0.40
0.33
0.80
0.44

few,'lry

Mclrcd
Wi l th

Parirr led

l {a< r 'd

I trslred

I  l r r r r ra l i c  l r i t  0 .10

l i ; r r rs i t i v i t y  0 .05

\ / r  r i ce

l i ' r r s e

l l r c r r ra t i c  F i t  0 .26

0.50

0.40

0 .  l 4

0.44

As crrn be seerr frrlrrr 
'Jhble 2, unergative verbs tend to be used more often than

runrccusative vetlrs itt intransitive constructions and less often as passives' For

turergative verlrs these factors mean that the active intransitive reading of an
'Nl, V(-erJ) I)I)' li.agtlent will be more strongly biased relative to the reduced

rel:rtive clattsc lertlitr g.

In or{cr to cv;rlrrate t|e output of the model, we considered three mea-

sures.'l'[e {irst was the total number of cycles until the criterion was reached

at tlre ruaiu vellr (cycles at the -ed verb form, + cycles at the PR f cycles at

the rnain verb).' l ' lre seconcl was the probabil ity assigned to the reduced relative

structure at thc rrrail vertr. The third was the number of rycles it would take

the rno{el to assigrr the recluced relative a probability of .9 aI the main verb'

lVc asstrrned llrlt each of these lneasures should correlate with the difficulty

ol't lre scntcrrt.rl. I l l  three measures predicted that as a class reduced relatives

witlr passive Pat.t iciPles derivecl from unergative verbs would be more diff i-

cglt tf iarr rc.lrr,, ' ,1 relatives with passive participles derived from unacccusative

vetbs: f irr total rttttrtber of cycles, t(9)=3'16' P<'01; for probabil ity at the main

ver lr t(9)=1.95, p- .()2; ancl for cycles to a criterion of '9, t(9;=Z '99' p<'02' all

{

t :



66 Flarra Fi l iP et  a l

agelt-lil<e pr()l)clties ancl the more patient-like properties the main verb as-

sigls to its srrfijet:1, the easier the whole sentence with a reduced relative clause

isludgctl.'l'his itlea rvill be discussed in detail in Section 4.2, but let us illustrate

it here witlr a fcrv exarlples. In (5a) the su[ject of complained, the patients,is

a volitional agclrl in the denoted event, and we see that the whole sentence is

less accepta$le llras (5b) with tlied as the main verb, whose subject undergoes

a clrange o[ statc. A sinri lar contrast can be found in (6):

'f 'lre 
lratients rylhgd to the emergency toom#com,lained to the nurse'

'l'f 
rc patients rushed to the emergency room died.

l'f rc ( ireat l)ane walked in the park#tug:rcd at the leash'

f 
'lrc ( ilert I)ane walked inthe parkwore a choke collar'

Sirrri larly irt rr ', lrrcecl relatives with passive participles derived from unaccu-

sat ivcvt ' r ' l rs ,sr r r l ras t lnrkener i in(7) ,weseethat theuseof f r ightenedasopposed

t, srrtelletl irr tlre rnatlix clause is correlated with a difference in the acceptability

tr{' tlrc rvlrrrlc sqrrlettce. 
'I'l're reason is that frightened,but not smelled, presents

tlrc strlrjcct tlrc thentre as the cause of the change of the psychological state in

tlrc refcrent ol'the direct obiect some preschoolers. Other similar examples are

given i r t  ( t t ) :

theatre darkened for the movie #frightened some preschoolers'

thcatre darkenedfor the movie smelleQlike popcorn.

( s )  a .
l r '

( 6 )  a .

b'

(7 )  a .  
' l ' l r c

b .  
' l ' [ r c

(S) a. 
'l'hc getres n.rutated in the experiment#attackedtheir host'

b. 'l'lre genes mutated in the experiment were used in a new vaccine.

N{ost irnportailtly, different degrees ofacceptability observed in (5)-(8) resist

arr explanatirrrr in structure-based terms aS well as explanations couched in the

syrrtax-irr-thc-lexicon approach of Stevenson and Merlo (1997). Recall that the

lirtter pretlict tlrat n/l sentences with reduced relatives headed by inherently

'rrersrrtivc v<'rl 's are predicted to pose'sharp diff iculty'(p. 392) for an inter-

l)rclcr, a'{ t lrci,car'rot [e assigned a grammatical analysis bythe parser. In

.r.tfer lrr ifcroulrl firr r.rnaccusative-based reduced relatives that are not easy to

irrterprct, srr<.lr as those in (9), Stevenson and Merlo resort to the semantic dis-

tirrctiolt lrt.lrvr.crr 
'itrternal causation' and 

'external causation' (see I-evin and

ILaplratrrnrt I lov:rv, 1995:210-211) to argue that they are unergative. According

trr tlrenr, vcr lrs like (orotnelise, sotidify and yellow entail 
'internal causation' in

tlrcir serlatrtic <lescription, a feature that distinguishes unergative verbs from

Irlaccusative orres, the latter being'externally caused' (see ibid.). Since unac-

cusative verlrs ltave one internal direct object argument' the external subject
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argument position is unfilled, and it can be filled by an 'external 
cause' argu-

ment, when they are used transitively. This does not hold for unergative verbs,
because they already have one external subject argument. By this test, yellow
in (lOa) and solidifu in (lOb) are unergative, while hardenin (lOc) and.yellow
in (10d) are unaccusative. (Examples in (9) and (10) are taken from stevenson
and Merlo, 1997:365.)

(e) a.
b.
c ,

( r0 )  a .
b.

#The candy caramelised in an hour burned.
#The wax solidified into abstract shapes melted.
#The paper yellowed in the sun shrank.
#The chain-smoker yellowed the papers.
#The sculptor solidified the wax.

c. The sculptor hardened the wax.
d. The sun yellowed the paper.

The problem with this test is that unergative verbs, including agentive manner
of motion verbs, when used transitively require their subject argument to be
an Agent: cp. *The explosion jumped the horse vs. The jockey jumped the horse.
(This observation was made by cruse, 1972;lackendoff, L972;Levin ancl Rap-
paport Hovav, 1995; see also stevenson and Merlo, 1997:357 and footnote 4
below.) This inconsistency clearly indicates that a test based on the possibility
of the overt expression of an Agent argument cannot be the right diagnostic
for deciding the membership of verbs in the unaccusative and unergative class.
The main source of confusion stems here from correlating'external causation,
and 'possibility 

of an overt expression of an external agent', on the one hand,
and 'internal 

causation' and 'prohibition 
against an overt expression of an ex-

ternal agent', on the other hand. what is lacking is a precise characterization of
the notions 'internal 

causation' and 'external 
causation', introduced by Levin

and Rappaport Hovav (1995), and the motivation for the correlation of these
semantic notions with the syntactic structures associated with unergative and
unaccusative verbs. Moreover, ( l0a) is claimed to be less acceptable than ( lOd),
because its subject referent may be intentionally involved in the denoted event,
while in (l0d) the denoted change of state is "indirectlybrought about by some
natural force" (p. 365). However, it is not shown how such a fine-grained dis-
tinction between '(volitional) 

Agent'and'natural force', and the suggested dif-
ference in acceptability judgments, can be viewed as being correlated with the
external subject argument in the case of unergative verbs, and with the internal
object argument in the case of unaccusative verbs.i

I
i
ii
,!l
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'l'he faci lh;rl Slevettson and Merlo do resort to rather subtle semantic cri-

leria irr orcler. to accoLlnt for difficult cases is instructive, because it shows that

explarrations irr tenns of categorical differences between syntactic configura-

tions in tlre lexicqrr are insufficient. Indeed, one may ask to what extent syn-

tactic lhc:tors al e necessary in addition to semantic ones in order to account for

the garden-1)atlr l)henomenon. If we focus on the differential semantics of the

vertrs irt t lrc rrr:ttetial t l iscussed here' we can begin to acount for the overlap-

Iring rl istri lrrrt irrtt ol 'setrtences with reduced relatives as well as the great deal of

vrrrialri l i ty rvil lr r espect to how good or bad they are judged to be, leaving open

llrc tprcs(iot r trl.rvltat role, if any, a word-internal syntactic differences are left to

pl:ry. \Vc nr)w lurll tcl characterizing those semantic constraints more precisely'

4 . r . ' l ' l renrat i , .  l ' ro to- l lo les

'l'he 
idea tlrat ar.gurnent positions ofverbs are associated with certain "thematic

1rles" (()asc l ltr les, Case Relations) such asAgent, Patient, Instrument, and so

forth, has rcccived varying characterizations in the linguistic literature' Here,

however, wc l ir l lorv the analysis of David Dowty (1988, 1991)' who proposes

tlrat the only tlrcrnatic roles are two cluster concePts, Proto-Agent and Proto-

Paticr-rt, each rharacterizecl by a set of verbal entailments, given in (11) (see

Dowty, 199 | : i,t7 2)." IAl n argument of a verb may bear either of the two proto-

r<.rles (or |otlr) t11 valying {egrees, according to the number of entailments of

cach kind lhc verb gives it" (Dowty, l99l 547).

(11) a(tlrri lptl lC"roperties for the A :

a. volitional iuvolvement in the event or state

h.  ( ( 'n t icnce (arrd/or  percept ion)
(:. c;rrrsittg alt evellt or change of state in another participant

(1. rtoveltlettt (relative to the position of another participant)

( c. t e ferettt exists independent of action of verb)

(irlrtr ilttrtirlS properties for the Patient Proto-Role:

i l .

lr.
C .

( l .

tr rrrlergoes charrge o[ state

i r rcrcrr renta l  theme

.;rrrsally allected by another participant

stirliorrary relative to movement of another participant

(c. 'l()es rtot exist independently of the event' or not at all)
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The Argument Selection Principle determines the direct association of clusters
of Proto-Agent and Proto-Patient properties with grammatical relations in a
many-to-one fashion:

(LZ) fugument Selection Principle (Dowty I99l:576)

In predicates with grammatical subject and object, the argument for which the
predicate entails the greatest number of proto-Agent properties will be lexical_
ized as the subject of the predicate; the argument having the greatest number
of Proto-Patient properties will be lexicalized as the direct obiect.

4.2 Compatibility between subjects in sentences with reduced
relative clauses

In reviewing the contrasts found in examples, such as (5)-(g), it appears that
the following is a reasonable description of one effect of the main verb on a
reduced relative clause:

(13) Hypothesis

The acceptability of sentences with reduced relative clauses, headed by passive
participles derived from unergative and unaccusative verbs, increases when the
passive participle and the main verb of a matrix clause assign their subiect-Nps
more Proto-Patient, and fewer Proto-Agent, properties.

The intuition behind the hypothesis ( l3) is that sentences are easier to in_
terpret when there is an internal coherence among the interpretations of their
constituents. one way this coherence can be achieved is in terms of compatible
assignments of thematic properties to different Np arguments that are associ-
ated with one and the same participant in the domain of discourse. In sentences
with a reduced relative clause the internal coherence depends in part on how
well the thematic make up of the subject Np in the matrix clause matches the
thematic make up of the PRo-subject of the reduced relative clause: namely,
the passive participle in the reduced relative requires that its pRo subject be
a"very good" Patient. Let us take (la) #The horse raced past the barn felt. At
the point wlten raced is processed, the preferred syntactic-semantic pattern
is that of the main clause with an agentive subject-Np. However, when /e// is
processed, raced must be understood instead as a passive participle. passive
participles typically presuppose the existence of corresponding active transi-
tive verbs whose subjects correspond to active direct objects (see sag and wa-
sow, 1997: 164, for example; however, passive subjects do not always corre-
spond to active direct objects, see Zwicky, l9g7; postal, 19g6, and others). Let
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rrs f row lcrok at the assignment of thematic properties by the verb raced in its

irrtr.nsit ive (rrrr.gativei and transitive (lexical causative) use. ( 'PA stands for

| ) roto-Ap, t 'n I  I I111ret  l ies and 
'PP'  for  Proto-Pat ient  ones ' )

( | 4) 
'l'lrt' lrorsc I,,\C):D past the barn' The rider MCED the horte past the barn'

I

!r\
(  I  v t ' l i t i o t r )

I s c n t i { l l l c e

- l  i l t ( )v( ' l l le l r t

I
PA PA and PP

+ volition (+ volition) + causallY

+ sentience + sentience affected

+ causing change + movement

A t.ausativc lirlrrr of au ttnergative is not a "usual" transitive in that it semanti-

cally cleparts [Krrrr prototypical transitives. Intuitively, prototypical transitives

can be utrclcr sto.d in term.s of a 
'billiard ball model" as Langacker (1986) calls

it, which involvt's tlvo participants that interact in an asymmetric and unidi-

rectiorral rviry, rvlrereLry ,r'. .rfih.n', is directly affected by some action (possibly

involving tttovcttteltt, cotltact, effect, and the like) instigated or caused by the

other participunt. h'r l)owty's terms, tl-ris means that the direct object has many

pr'tolPatie't (a.cl a few Proto-Agent) proPerties, and the subject has many

Proto-Agertt (arrd a ferv Proto-Patient) properties' A typical unergative verb

usecl trarrsirively cloes Dot lrt the semantics of a transitive PrototyPe, because its

dilcct object hrrs a therl-ratic make up of a "good" Agent: in our example (14)

tlre strbject tlre horse <;f the intran sitive raced corresponds to the object of the

trrrrsiti'e rtrrcrl a'rd tlrcy share three proto-Agent properties. At the same, tfte

hr|..se is assigrretl orre lrroto-Patient property'causally affected' by the transitive

rncrd.,l'ltealvkrvardness often related to the transitive use of unergative verbs

tDay be sccil ils slcrrrnrirrg frorn having to reconcile these two different roles or

trvo cli{lererrt l''-'r-sirectivJs (an Agent-like and a Patient-like) on one and the

sarne |articiParrt in the denotecl complex eventuality. This carries over to pas-

siuc particif ies <letivetl from inherently unergative verbs' The reason is that a

prototypicrrl |assive cQnstruction requires its subject to have a high number of

Pflrto-Patie rrt prrrperties, yet a passive participle of an unergative.verb supplies

a subject argunrctrt that carries a number of Proto-Agent properties, given that

it corresponds to the direct object of an active transitive verb (The rider raced

tlre lrorse),rvhiclr in ttlrn corresPonds to the subject of the active intransitive

verb (The horse rnt:ed).To return to our lead example' in (15) we see that the

plto subject of the passive participle has the same thematic properties as the

correspouditlg actrve object in (14), hence it is not a "good" Patient' The main

verbfe l lass ignstheproperty .movement ' to i tssubject thehorse. Insofaras

this can bc irrtcrprctetl itr terms of 
'movement relative to the position of an-
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other participant', and given that thehorse in (15) is a sentient being with a
(potentially) certain volitional involvement in the racing event, 'movement'

can be here taken as the Proto-Agent property. (This is not uncontroversial.
However, feII does not assign clear Proto-Patient properties to its subject ei-
ther. A candidate might be 'undergoes 

a change of state', but here it would not
mean a permanent change, rather just a change in bodily posture, and hence
ultimately'movement'.) Hence, the thematic make up of the subject Np in the
matrix clause does not match the thematic constraint of the reduced relative
clause which requires that its PRO subject be a "very good" patient.

(15) Thehorsei

I
PA

+ movement

[< PROi > RACED past the barn] fell.

I
PA and PP

(+ volition) + causally affected
a sentience
+ movement

lf, on the other hand, the main verb of a matrix clause assigns Proto-patient,
rather than Proto-Agent, property (or properties) to its subject, the magni-
tude of the garden path effect is diminished, as (16) shows: the subject of
died is clearly a "better" Patient then the subject of fell, as it is entailed to un-
dergo a permanent change of state. Hence, (16) is somewhat easier to interpret
than (15) .

(16)  Thehorsei

I
PP

+ undergoes change
of state

of course, not all transitive and passive uses of inherently unergative verbs are
odd. Other factors, such as expectations related to the occurrence of highly
conventionalized combinations of words and general world knowledge, may
come into play and oyerride the semantic mismatch described above. For ex-
ample, John walked hk dog and Fido was walked by lohn tonight sound highly
natural.

Let us now look at sentences with reduced relatives headed by passive
participles derived from unaccusative verbs. In (l7a) the subject ofthe un-
accusative melted, the butter, corresponds to the object of the active transitive
melted in ( l7b), they are both entailed to have at least two Proto-patient prop-

I<PROi > RACED past the barn] died.
I
I

PA and PP
(+ volition) + causally affected
* sentience
+ movement

$
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cl t ics: '( lrrlr l ' ,c of slale' and 'Incremental Theme'. Hence, they are "very good"

[)a t ic rrts, a rr < I rvr' (.;r l I expect that both the transitive and passive luses of n'telted

i l l r '  Pc '1 l r ' . .  11r '  ; t r  r  r 'PIa l1 le.

(.17) :r. ' l  hc lruttgl Mllt l 'ED in the pan.

b. 
' l ' lrc r r 'ol< IUEUI'ED the butter in the pan.

( l8) a. . l ' lrc l lqltg1 MELI'ED in the pan was fresh.

b. # 
!'!Le bu{ql MEUIED on the stove dripped onto the kitchen floor.

As is prcclictcrl l ,y the hypothesis in (13), (18a) is judged easier to process than

(l8b). (lSb) corrtains the matrix verb dripped that entails that the referent of

its subject argunrent ntoves relative to the position of another participant, and

berrce can be vioved as entailing one Proto-Agent property in its subject argu-

nrcnt. This, lrolvcvcr, is inconsistent with the requirement stated in our hypoth-

esis (13) that t lrc subject NP in the matrix clause matches in its Proto-Patient

properties the lhernatic rnake up of the PRO-subject of the reduced relative

clarrse. (l [ta) contains tlre stative predicate be fresh in the matrix clause, which

entrri ls rro Prolo-Agent properties in its subject argument, and hence (18a) is

n l ( ) re accel ) tu l r lc  thal r  (  I8b) .

4.1 An tl l 'S(; it1'proaclr

Irr the pasl tcn ycars or so tlrere has been a growing convergence of results and

rrrclhoclokrgical irssrrnrptions coming from psycholinguistics and theoretical

l irrrlrristics irr l lr l  r lornain <lf constraint-based approaches to natural language

tk'sr.ription (r'.r i., l \r l larcl and Sag, 1987; Pollard and Sag, 1994; Sag, 1998, for

er ' r r r rpfe;see' l  ar rcnhi r r rsandl iueswel l ,  I995andMacDonald,1997 forareview

ol'r orrstlairrl"lr;rscd approacl.res in psycholinguistics). Theyshare two main as-

srrrrrptions: l; irsl, a serrtence's interpretation requires satisfaction of multiple
(1'r 'ssilr ly , l i f1i 'r err t iall l '  weighted) constraints from various domains of l inguis-

l i< ;rncl norr l irrl irr istic knowledge. Second, the integration of such diverse con-

strl ints is lacil i tated by the information contained in lexical entries. Verb-based

syrrtactic arrd sernantic patterns provide a guide for interpreting key aspects of

tlrc senterrce's sl nrcture and rneaning, whereby semantic constraints often have

a l ' r  iv i legct l  s ta l l rs .
'I 'hc 

lcxical corrstrairrt-based approach proposed here has all the main hall-

rr:rrks of recerrt vcrsions of HPSG (see Sag, 1998, for example). Assump-

tiorrs aborrt lexit:al sernantics of verbs and linguistic information directly as-

sociated witlr cxtla-lirrguistic context and general world knowledge are influ-
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enced by Fillmore's work and construction Grammar (see Fillmore and Kay, in
press). The grammar assumed here is monostratal, non-derivational and non-
modular. It is characterized declaratively by specifying types of well_formed
linguistic expressions (e.g., words, phrases, part of speech classes, argumenr
structure classes, and traditional morphological classes, for example) and con_
straints on those types. Alr properties oflinguistic expressions are represented
as feature structures- Language-particurar rules and universal principres are
characterized as systems of constraints on feature structures. The main ex-
planatory mechanism is unification in the narrow sense of structure sharing
oftoken-identical feature structures (cf. pollard and sag, 1994).

Since lexical entries constitute the key ingredient for interpreting the main
aspects of the sentencet structure and meaning, and facilitate integra-tion of di-
verse types of knowledge, let us introduce their main features using a simplified
lexical entryfor the transitive active racedin (19):

(  ie)

.l-itll
(19) contains phonological, syntactic, semantic and pragmatic information,
encoded as values of the feature attributes pHoN, syN, sEM and CONTEXT,
respectively. The value of SyN encodes syntactic information required for con_
structing syntactic projections headed by raced. The linking bei*e.n the syn-
tactic (SYN) and semantic (sEM) structure in the lexicon is mediated via co-
indexation of syntactic arguments and thematic argument slots, and motivated
by Dowty's Argument selection principle (here given in (12)). Each argurnenr
slot in the thematic structure of a verb corresponds to a cluster of proto-Age't
and/or Proto-Patient properties (cf. Dowty, 1991). Thematic argument slots in
turn are co-indexed with individuars in the predication feature structure PRED,
which together with 'psoa' (param etrized state of affairs) constitutes the value
of GoNTENT. The feature structure pRED captures the assumption that verbs
semantically express relations between individuals. The attributes .racer, 

and'racee', 
which correspond to'frame-specific participants'in Fillmore (19g6) or'individual 

thematic roles' in Dowty (19g9), include properties that we asso_
ciate with the individuals 'i' and'j' on the basis of knowing that the statement
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'i r:r, r:<l j' is Il.rre. Irr a given single-clause predication, further semantic restric-

tiorrs on partici lxrrrts are imposed by the interpretation of noun phrases' For

exrrrrir lg,' lr.r., 'r '  i l '  rvi l l  be constrained by the content of the NP fi l l ing the
'Il lNP'pl:r<'c. l ' l l l i l) does not provide an exhaustive account of all that we

l<rrolv alrotrt l lre rrreattittg of a given verb. What role an individual plays in a

g,ivcn situirtiotr rlelrettds on a number of other factors, includingworld knowl-

edge, which is errc,rtlecl under'psoa'. (For a related, though not identical' use of
'psrra' 

5.. f \ rlla ld an<l Sag, I994; Sag and Wasow, 1997.) I'extcal entries of verbs

also inclrrrle [r'cqtrr,'ncy itrfcrrmation about the occurrence of a given verb form

in tlre langrrage, ;rlrottt i ts arguntent structures, and the l ike.

Apart liorrr tlre lexicon, the grammar will minimally include the level of

verb forurs arrrl tlre syntactic level with phrasal templates. This is illustrated in

a h ighly  s i r r rp l i l ie t l  I ; igure 2.

VFoRMS ,aced tacecl raced

LEXICON

PHRASAL
TEMPI"ATES

Figrrre 2. A sirnpli l ietl outl itre of a constraint-based model.

In g,cr-reral, tylres 
"l 

each level of representation are cross-classified in multiple

inhcritance hie rarchies according to their shared information. (Due to the l im-

itation of space, this is not represented in Figure 2.) The information shared

by a given class 0f'objects is associated with a general type and is automati-

cally passed dorvn frotn the general type to specific members of the class. For

exar)rple, I{n(ll.,l)Z antl IIACEDS inherit infonnation from the generic lexi-

cal cntry ftrr trnlr.sitive verbs, here represented by the node Vt. Types direcdy

sul)sunted urrtler the salne supertype represent mutually inhibitory alterna-

tivcs, which ofterr represent multiple interpretation alternatives and differ in

frcrltrency of occurrettce itr the language. For example, RACED2 (active past

terrse ) an<l I{ACIil)3 (passive participle) are mutually exclusive, here indicated

by the thick slartctl l ine lretween RACED2 and RACED3. The active intransi-

livr,' rrse <tI'roccrl is ntclte ft'equent than the active transitive one. We assume that

srrrlr l lctlrrcnt.y irrftrrrttaliou is encoded in the lexical entries of verbs.

passive participle pas! active participle
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Unification allows us to represent dependencies and connections within
one particular level of representation and also among different levels. Fea-
ture structures representing compatible types are unified in a new coher-
ent structure by linking them to a single feature structure, which is shown
with straight lines (not all such possible connections are here indicated): e.g.,

IVFORM PAST.ACTIVEI U [SYN Vi]. Feature structures representing incom-
patible types cannot be unified: for example, active verbs cannot be projected
into a passive clause. One advantage of this system is that it allows us to capture
the observation that different types of information that characterize the use of
a given word are dependent on each other so that accessing one type ofinfor-
mation during sentence processing results in accessing others compatible with
it. For example, if the sequence The horse raced... is understood as the main
clause, the information associated with the verb racedwilTbe a complex feature
structure comprising the information that this verb shares with all active past
tense verbs. If the same sequence is understood as the head noun modified by
a reduced relative clause, racedwilT be associated with the information shared
with all passive participles, and due to its passive argument structure it will also
activate the information associated with the active transitive use of race.

S. Empirical study of effects at the main verb

We conducted a rating study in which we had six subjects complete question-
naires in which they made judgments about four of the dimensions that Dowty
identified as being part of the Proto-Agent cluster: 'volition', 'sentience', 'caus-

ing an event or change of state', and'movement'.s The questions concerned the
subject argument of the main verb in the matrix clause. Thus to obtain ratings
for The horse raced past the barn died, the subject would rate The horse died.
Each simple sentence in the latter set of data was associated with four questions
designed to illicit judgments about the four main Proto-Agent properties en-
tailed by the verb for its subject argument. Each question was answered by our
subjects using a scale from I to 5. For example, in the case of 

'volition', I would
indicate a completely non-volitional participation of the individual denoted by
the subject argument (e.g., The horse died) and 5 would a fully volitional partic-
ipation (e.g.,The patients complained).We then averaged these ratings to come
up with a composite Proto-Agent rating, with 1.0 being the lowest and 5.0,
the highest. Subsequently, we selected matched pairs of reduced relatives with
different main verbs, e.g., The victims rushed to the hospital complained/died,
in which participants assigned different Proto-Agent ratings for the two main
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vcrl)s (c.tI., ' l ' lrc yiclif i ts died vs. The victims conxplained' We were able to iden-

tify 2l rrr;rltlretl pairs of recluced relatives that met this criterion. We then had

,tnotlrcr g,t.t,rrp of subjects rate reduced relatives using these main verbs, e'g',

'I']rc vit I i'rrs ,r,rl,r',1 la tlrc lnspital complained/dietl shortly after arrival'

'lhblc 3. llarc,l difficulty for reduced relatives with main verbs differing in the Proto-

Agent PrOperti,:s assigned to their subject argument. Numbers in parentheses rePresent

l he  r r t ca t t  I ' t o l o -Agc l t l  r a t i ng

passive prrticiple derived from

unaccusat ive verbs

ulrergat ive ver l )s

'l'he tlata are presented in Table 3. The numbers in brackets indicate the mean

ratings ftrr verbs with low Proto-Agent entailments in their subject argument,

.nd th. meirn ratings for verbs with high Proto-Agent entailments in their sub-

icct rrrg-trntt'ttt. Arr ANOVA conducted on the difficulty ratings revealed a main

,'ffe, t of vetl ' , .: lass, F(l 'zO)=g'so, p<'01,a main effect of the Proto-Agency of

t l rc  r r r : r i r r  vr : r l r ,  l r (1,20)  =5.02,  p<.05 and no in teract ion,  F(1,20)=l '10 '  Over-

,rl l , t lrcrr, r ctlrrcecl re latives with main verbs with higher Proto-Agent properties

\vcl ('i lrr(r (' rliflictrlt than recluced relatives with lower Proto-Agent properties'
'l'rr srrrrrrrrariz-e this section, we showed that the unaccusative-unergative

r l is t i r r t : t ior r  t l ra ts tevensonandMer locharacter izeasasyntact icd is t inct ioncor-

r.clal.tl rvitlr tlil'liculty ot ease of processing in reduced relative clauses can be

I.c-c;tst as a tlistinclioD that concerns the assignment of thematic roles' One ad-

vaullrgc of tlris llovel way of looking at the garden-path phenomenon is that

it all.lvs us t. turrlerstand something that has never been systematically com-

rrrcutetl ,rrr |cftlre: nanely, the influence of the main predicate in a sentence

()n tlte rrragrritu<le of the garden-path effect. The analysis in terms of Dowty's

therrratic r.oles, lbrrnulated in (13), also makes the correct predictions here.

,l 'hcse resrrlts alsg sqpport the claim made by carlson and Thnenhaus (1988),

,lhrrcnlraus ancl (larlson ( 1989), and in a number of later studies by Thnenhaus

ancl his collirlxrrators, that thematic roles play a central role in language com-

prc|c,si.1. We also showed that our thematic analysis is consistent with an

i ncleperttlcn t l y nlotivated l i l  guistic model'
,lhkerr tt,eether, tlte current work confirms stevenson and Merlo's find-

ing thirt scnlel)ces with reduced relatives headed by passive participles de-

liie,l {l ,,rrr rtrtergative verbs pose more processing difficulty than sentences

rvil lr rr., lrr,.., ' ,1 relatives lrased on unaccusative verbs. Contrary to Stevenson and

2.32
2.81

( t . 37 )
(2.04)

2.50
3 .3 r

(2.35)
(3.83)
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Merlo's claims though, this result is completely consistent with currant con-
straint-based lexicalist models. We also presented an analysis of the unerga-
tive/unaccusative distinction using thematic role properties along with some
preliminary supporting evidence. In future research it will be important to
combine more sophisticated thematic role representations into a constraint-
based processing model.
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Notes

r. '+' Department of Linguistics, '*' Department of Brain and Cognitive Sciences.

z. The unaccusative/unergative distinction (e.g., melt vs. mce) was introduced by Perlmutter
( 1978), and also noticed by (Halt, 1965).

3. According to semantic characterizations given by Var.r Valin (1990) and Dowry (1991),
for example, unergative verbs tend to entail agentivity in their single argument and to be
aspectually atelic. Unaccusative verbs take a patient-like argument and are mostly telic.

4. It might be objected that our examples in (3) are easy to process, because they involve
complex unaccusative predicates, rather than unergative verbs. However, for English at least,
there seem to be no convincing grammatical tests for the unaccusative status of the com-
bination 'unergative verb + directional PP'. (See Levin and Rappapport-Hovav, 1995: t88
and elsewhere, for a discussion ofpossible candidate tests, such as the occurrence ofunac-
cusatives in the causative alternation.)

5. Onc of Dowty's Proto-Agent properties was not included: namely, 'referent exists inde-
pendent of action ofverb'. It does not matter for our analysis, given that the constructions
under consideration have the same value for this feature.
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